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ABSTRACT

Failing to brush one’s teeth regularly can have surprisingly
serious health consequences, from periodontal disease to
coronary heart disease to pancreatic cancer. This problem
is especially worrying when caring for the elderly and/or
individuals with dementia, as they often forget or are unable
to perform standard health activities such as brushing their
teeth, washing their hands, and taking medication. To ensure
that such individuals are correctly looked after they are
placed under the supervision of caretakers or family members,
simultaneously limiting their independence and placing an
immense burden on their family members and caretakers. To
address this problem we developed a non-invasive wearable
system based on a wrist-mounted accelerometer to accurately
identify when a person brushed their teeth. We tested the
efficacy of our system with a month-long in-the-wild study
and achieved an accuracy of 94% and an F-measure of 0.82.
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INTRODUCTION

From a young age most people are taught to brush their teeth
on a regular basis. Even as adults, it is an activity that can seem
like an inconvenience; however, failing to do so regularly can
have surprisingly devastating health consequences. Failing to
brush one’s teeth regularly and maintaining poor oral hygiene
in general can lead to a variety of systemic diseases including
atherosclerosis, COPD, diabetes, and bacteremia as well as
conditions such as brain abscess [20, 22, 23]. Periodontal
disease, one of the most common results of poor oral hygiene
is estimated to affect 10-15% of the world’s population [18].
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Individuals with this disease are 3.2 times more likely to die
from Type 2 diabetes [28], 4.3 times more likely to have a
cerebral ischemic stroke [10], have been shown to have a 25%
increased risk of heart disease [6], and are at increased risk
of developing Alzheimer’s and pancreatic cancer [19, 29].
Furthermore, periodontal disease and poor oral hygiene in
general has been shown to have a stronger association with
total mortality than with coronary heart disease [6].

For the elderly and/or those experiencing the onset of dementia,
this issue is compounded by the fact that they can fail to
perform standard health activities such as brushing their teeth
as often as they should. In the early stages of dementia,
patients may need to be reminded that they need to brush
their teeth and/or be supervised while doing so. In later
stages, patients may be unable to brush their teeth, stop
understanding that they need to clean their teeth, or lose
interest in doing so [11]. Current methods of tracking whether
or not a person performs standard cleanliness activities have
serious limitations. One study found that of the nearly 70%
of U.S. adults who track at least one health metric, half of
them track this metric “in their heads” while one third keep
track of this metric using some type of notebook or journal [9].
Depending on a person to recall if they brushed their teeth
relies on a person’s memory, while having them keep track of
this in a notebook or journal relies on the user’s diligent and
accurate recording and recollection of where those records are
kept. By leveraging the assortment of sensors within wearable
devices today, it is entirely possible to not only accurately
and securely track these metrics but also to develop more
sophisticated and personalized applications and interventions
based on these metrics [32, 33].

In this work, we describe a wearable system that can
effectively identify when a person has brushed their teeth
solely from a wrist-mounted accelerometer. By doing
so, we aim to present the basis for a paradigm where
physicians and/or family members can be alerted if activities
are performed incorrectly or not at all. Our eventual goal
is to develop a system to recognize this activity among
elderly adults and those experiencing the onset of dementia.
However, there is often significant diversity in the capabilities
of individuals with motor and/or cognitive impairments due
to the varying severity of their impairments. As a result,
in this study, we sought to determine if it was possible to
recognize this activity among individuals without impaired
motor or cognitive functions as they form a homogeneous
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group, which is the most appropriate target group to evaluate
the performance of our initial system. Demonstrating that our
initial system can recognize brushing teeth among individuals
without an impairment allows us to further enhance the system
to recognize brushing teeth among users with different kinds
of impairments through iterative design and co-creation.

PRIOR WORK

Numerous studies have looked attempted to recognize the
action of brushing one’s teeth; however, it has commonly
been investigated simultaneously with other ambulation and
posture activities [15, 26]. Bao & Intille [4] placed bi-axial
accelerometers on five different locations on the body to
recognize 20 activities, finding that accelerometers placed
on the wrist and arm were better for recognizing activities
such as brushing teeth that required predominantly upper body
movement. Lester et al. [17] developed a multimodal sensor
board, which was used to discriminate between activities
such as walking, walking up and down stairs, and brushing
one’s teeth with an accuracy of about 90%. Hong et al. [14]
used a combination of accelerometers and radio-frequency
identification (RFID) sensors to differentiate between many
different ambulation and posture activities as well as activities
such as brushing hair, reading, and brushing teeth. While
these studies work well in laboratory settings, in real-life
scenarios such models would be unable to distinguish between
activities with repetitive wrist movements similar to brushing
teeth. Furthermore the use of multiple sensors located on
different locations on the body makes such systems unwieldy
in real-life scenarios.

In recent years, activity recognition has solved the latter
problem by taking advantage of the popularity of smartphones
and the array of sensors that they contain. Kwapisz et al. [16]
had users keep a smartphone in their front pant pocket and
were able to discern between walking, jogging, ascending
stairs, descending stairs, sitting, and standing with an overall
accuracy of 91.7%. Anguita et al. [1] were also able to
identify walking, standing, ascending stairs, descending stairs,
sitting, and laying with a smartphone attached to a user’s
waist with an overall accuracy of around 89%. World of
Workout, a mobile role-playing game (RPG), allowed the
user to improve their character through a variety of exercises
such as jumping jacks, crunches, and cycling, which were
automatically recognized using the phone’s accelerometer
and GPS data [5]. In more recent years, several studies
have utilized wrist-mounted devices [24, 25]. Thomaz et
al. recognized eating movements [31] with an overall F-
score of 76% using the 3-axis accelerometer in a Pebble
smartwatch for both controlled and in-the-wild studies. Weiss
et al. [32] recognized both hand-oriented (such as brushing
teeth, eating different foods, folding clothes) and not hand-
oriented activities (such as walking, jogging, and climbing
stairs) using accelerometer and gyroscope data from both a LG
G Watch smartwatch and a Samsung Galaxy S4 smartphone
with an average accuracy of 91.9% when using the watch’s
accelerometer.

To recognize these activities, existing systems typically
extract a subset of features—mainly from accelerometer data—

designed for general purpose use and not for specific activities.
Common features used in previous studies include average,
standard deviation, correlation, energy and entropy. Prior to
the work presented in this study we sought to test the efficacy
of these common features in determining when someone was
brushing their teeth, extracting 30 features traditionally used
in activity recognition from our data to do so. However, with
these features we were only able to achieve an accuracy of
87.8% and an F-measure of 0.68. To improve these results, we
created and extracted 21 novel features.

In this work we present a noninvasive system designed to
specifically determine when a user was brushing their teeth. It
is worth noting that we chose this approach over developing an
object-based system (e.g. placing sensors on the toothbrush,
toothpaste, faucet, etc.) as an object-based system requires
significantly more infrastructure, especially as more and more
activities are sought to be recognized [30]. Through the
evaluation of our system, we show that we can distinguish
between activities that, in several cases, have only slight
differences in orientation and vigor. Furthermore, we show
that such recognition is not limited to a controlled setting but
can realistically be done in a real-world setting.

METHODOLOGY
System Implementation
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Figure 1. Pebble Accelerometer Axes

To collect data and to build a model for activity recognition, a
system consisting of a Pebble smartwatch and an Android
application was developed. While the Pebble currently
does contain and allow access to both a 4G 3-axis
accelerometer (shown in Figure 1) and a magnetometer, only
the accelerometer data and corresponding timestamps were
recorded and subsequently used for recognition. Data were
recorded at a sampling rate of 25 Hz. Data for each activity
were transmitted via Bluetooth using the Pebble SDK to the
Android application. All collected data that did not fall within
90-110% of the sampling rate (22.5 Hz - 27.5 Hz) were not
used in data analysis. In addition to facilitating the storage of
this data, the Android application allowed users to start and
stop data collection and select which activity was about to be
performed. The latter feature was included to label the data



to facilitate offline data analysis. Any data that were recorded
while none of the six specified activities were being performed
were labeled as “Inactive”.

Activities

We collected accelerometer data for six activities: brushing
one’s teeth, combing one’s hair, scratching one’s chin, washing
one’s hands, taking medication, and drinking. These activities
were selected for at least one of the two following reasons:

1. The activity plays a role in the average person’s everyday
health, and

2. The activity requires physical movements similar to those
required by another activity being studied.

Activities such as brushing one’s teeth, washing one’s hands,
and for some people taking medication are activities that
are examples of the first reason as should be performed
regularly and have an impact on our day-to-day health. When
collecting data, taking medication was separated into two
distinct activities, taking a pill (simulated with an M&M and a
push and turn pill bottle) and drinking a glass of water.

Brushing one’s teeth, combing one’s hair, scratching one’s
chin, and washing one’s hands are examples of the second
reason, as they consist of back and forth movements of the
wrist. In this study we sought to identify these movements,
particularly those associated with brushing teeth. To that end,
we limited our definition of each activity to the most literal
definition of the activity. With brushing teeth this meant that
we made no effort to recognize the other actions associated
with the colloquial definition of brushing teeth such as putting
toothpaste on the toothbrush, rinsing out one’s mouth, and
cleaning one’s toothbrush. We did this because in general the
physical movements associated with the most literal definition
provide the clearest indication that the activity was actually
performed.

ACTIVITY RECOGNITION FRAMEWORK

To build a system that could recognize brushing teeth in real
time, we iteratively developed the system over three phases of
user studies, where the duration of data collection increased
from Phases 1 to 3. Each of these phases and the findings
from each phases are described in the following sections. A
summary of these phases are shown in Table 1.

Phase 1: Controlled Study

The first phase was a proof of concept study, i.e., we sought to
determine if it was possible to identify brushing teeth when
it was compared to other activities that looked quite similar
to it. For this phase, 20 participants were recruited and were
asked to complete each of the six activities consecutively. This
was done in a controlled environment where the experiment
facilitator labeled the data while the person performed the
activity. Approximately 79 minutes of data were collected.
Samples of this data can be seen in Figure 2.

Recognition

Data collected from these 20 participants was segmented into
four-second sliding windows with a one-second overlap. From
these windows we extracted a total of 51 features, which

X

1500 1000

1000 A " AR =

A N N e / \ \

500

-1000 -2000
0

—_
(G) 0 1000 1500 2000 2500 3000 300 4X0 0 %0 100 1500 2000 2500 300 300 4900
S— 1500 2500 T
|
§ .C =D |
2 \
9 1000 1500 A |
= AN TN
T . 1000 [\ 1] |
S 500
[] Lo
- o
Q o i
o 500
Q
< 500 1000
1500
1000 2000
0 50 00 1500 000 2500 0 S0 1000 1500 2000 2500 3000 3500 4000
1000 2000
w E wo  JF
b AL 1000
%0
%0
200 - Y
o A
o
500
200
w00 1000
600 1500
0 %0 1000 1500 2000 2500 3000 3500 4000 o 50 1000 1500 000 2500 00 300

Figure 2. Sample graph of each activity where A = Brushing Teeth, B =
Combing Hair, C = Scratching Chin, D = Washing Hands, E = Drinking,
and F =Taking Medication

were run through several classification algorithms as shown in
Table 3.

Features

Once the collected data were segmented into windows, a total
of 51 features were extracted. We selected a combination of
features that were discerned from visualizing and comparing
the data for each activity and features that have been shown to
be effective in activity recognition previously. Most features
were calculated for each axis or from a combination of axes.

Of the features that have been previously shown to be effective,
we chose a combination of features in the time domain and in
the frequency domain. Time domain features are advantageous
due to their lack of computational complexity, and as a result
can provide a basic yet practical quantitative sense of the data.
For our purposes we calculated the average (X, Y, Z), standard
deviation (X, Y, Z), average jerk (X, Y, Z), average distance
between axes (XY, XZ, YZ), correlation (XY, XZ, YZ),
number of peaks (X, Y, Z), number of valleys (X, Y, Z), and
root mean square (RMS) (X, Y, Z). Frequency domain features
are advantageous for their ability to highlight the repetitiveness
of signals. These features included energy (X, Y, Z) and
entropy (X, Y, Z). Energy has been shown to be effective in
differentiating between activities by intensity, while entropy
has been shown to be capable of further distinguishing between
activities that have similar energy levels. The formulas for
energy and entropy can be seen in Equations 1 and 2, where n
is the size of the window and a and b are the real and imaginary



Table 1. Summary of methodology

Phase 1
Description Controlled Study*
Number of Participants 20
Features 51
Feature Subset 24 (Table 2)
Activities 6
Algorithm Tier I Recognition
Results Table 3 & 4

Phase 2
Hour-long Study
10

51

13 (Table 5)

2d

Tier I Recognition
Tables 6

Phase 3

Naturalistic Study

12¢

51

13 (Table 5)

Zd

Tiers I and II Recognition
Table 7

“Proof of concept study

bSix unique users

“None of the users participated in Phase 1 or 2

“The five activities that were not brushing teeth were re-labeled as inactive

components respectively of each data point in the window
after they have been converted to the frequency domain using
a discrete Fast Fourier Transform (FFT).
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These two features have commonly been used together in
activity recognition [7, 13].

@)

While these features had been shown to effectively distinguish
between a variety of activities, none of them are specific to
the problem of differentiating exclusively between activities
consisting primarily of back and forth wrist and forearm
movements. Therefore to recognize brushing teeth, we sought
to account for the unique motion and characteristics of this
activity by extracting several additional features by observing
and quantifying the differences between the data for each
activity.

As can be seen in Figure 2, while many of the activities
featured the see-saw pattern in the accelerometer data that
expected from a back and forth physical gesture, the frequency

and amplitude of this pattern varried between activities.

Specifically for brushing teeth we noticed that the lengths
of the segments connecting the peaks and valleys present in
the data were fairly consistent. As a result, we calculated the
average and standard deviation of the side heights for each
axis. Furthermore, the peaks and valleys were fairly consistent
as well so we calculated the average and standard deviation of
both. Additionally we noticed that the x-axis rarely crossed
the other two axes; to capture this quality we calculated the
number of times the axes crossed each other. All together this
produced an additional 21 features. To determine the optimal
subset of the 51 calculated features, we used the CfsSubset
Evaluator with the BestFirst search method found in the Weka
Data Mining Toolkit [12]. The 24 selected features are shown
in Table 2.

Table 2. Feature subset for discerning between the six activities
Features

Average Jerk: Z

Average Height: X, Z

Standard Deviation Height: X

Energy: Z

Entropy: Z

Average: X, Y, Z

Average Distance Between Axes: XZ, YZ
Standard Deviation: Y, Z

Axis Order: YZ

Number of Peaks: X, Z

Average Peaks: X, Y, Z

Standard Deviation of Peaks: Y

Average Valleys: X, Z

Standard Deviation Valleys: Y, Z

Results

The extracted features were run through several different
classifiers with 10-fold cross-validation; the results can be
seen in Table 3. Table 4 shows the confusion matrix of the
best classifier, Random Forest, that recognizes each activity
with an accuracy of 83.4% and a F-measure of 0.83.

Table 3. Performance of classifiers for distinguishing between the six
activities

Classifier Overall Accuracy (%) | Overall F-measure
C4.5 71.0 0.71

KNN (K=5) 75.0 0.75

Multilayer Perceptron | 66.5 0.66

Random Tree 70.5 0.704

Random Forest 83.4 0.83

Phase 2: Hour-long Study

While Phase 1 demonstrated the system’s ability to recognize
activities that are similar, it did not take into account what
the user would be doing in between these activities, which
is vital to being able to recognize brushing teeth over the
course of a day. Thus, the second phase of data collection
sought to introduce unrelated or "inactive" data into the model.
This phase of the study was conducted over the course of
an hour, during which participants went about their normal
everyday routine, completing each of the activities at least



Table 4. Confusion matrix for discerning between the six activities using Random Forest

Activity . . Classiﬁed As .
Brush Teeth | Comb Hair | Drinking | Scratch Chin | Take Meds | Wash Hands
Brush Teeth 0 0.36 0.71 0.27 2.14 3.03
Comb Hair 22.9 64.0 3.56 2.77 3.95 2.77
Drinking 6.14 1.28 38 1.54 1.28 1.28
Scratch Chin 13.9 3.01 241 4.22 3.01
Take Meds 19.6 0.42 542 1.67 0.0 2.92
Wash Hands 19.51 0.45 1.79 0.22 2.92

once at random times during the hour. This was done over
two days, with data being collected from six participants on
the first day, and data being collected from four of these six
participants again on the second day.

Since this dataset was particularly imbalanced, we combined
the data from this phase with the data from the previous phase
S0 as to increase the amount of data representative of the six
activities. Since the focus of this work is on identifying when
someone is brushing their teeth, data that were not labeled
as brushing teeth were relabeled as inactive. In other words

we sought to classify data as either brushing teeth or inactive.

From this data we extracted the same set of 51 features. As
the labels had changed we again used the CfsSubset Evaluator
with the BestFirst search method to determine the optimal
subset of features. The 13 selected features are shown in
Table 5.

Table 5. Feature subset for identifying brushing teeth
Features

Entropy: Z

Average: X, Z

Axis Order: YZ

Number of Peaks: Y

Standard Deviation Peaks: X, Y, Z
Number of Valleys: X, Y

Standard Deviation Valleys: X, Y, Z

Results

The extracted features were run through the same series of
algorithms that were used in Phase 1; the results can be seen
in Table 6. Notably, although the accuracies are quite high,
the F-measure values are quite low. This discrepancy is due
to two specific issues: the definition of brushing teeth, and
the nature of F-measure. As mentioned earlier, we sought
to recognize solely the physical back and forth movements
of brushing one’s teeth. As participants in Phase 2 were not
instructed to specifically indicate when they were literally
brushing their teeth much of the data labeled as brushing
teeth included the physical movements associated with the
other actions involved in the general definition, reducing the
accuracy of the classifiers.

Furthermore since our dataset was imbalanced in favor of
Inactive data, the majority of the data within the dataset
resulted in true negatives, skewing the accuracy to be quite
high. However, since the F-measure does not take true

negatives into account, it was more indicative of the classifier’s
ability to identify windows of brushing teeth.

Table 6. Performance of classifiers for identifying four-second windows
of brushing teeth

Classifier ACC%Z:Z?IH(% ) F-measure
C4.5 96.1 0.62

KNN (K=5) 96.1 0.636
Multilayer Perceptron | 96.0 0.594
Random Tree 94.4 0.560
Random Forest 96.5 0.657

Phase 3: Naturalistic Study

The goal of Phase 3 was two-fold: to mitigate the issue of
ambiguously labeled data and to determine if we could identify
when an individual brushed their teeth over the course of a day.
To that end, we developed a two-tier recognition system.

Two-Tier Recognition

In order to identify instances of brushing teeth we developed
a two-tier recognition system. In Tier I we followed the
approach described in the previous two phases, where data
was segmented into four-second sliding windows with a one-
second overlap and features extracted from these windows
were inputted into several classifiers. In Tier II we constructed
a dynamic window comprised of the individual windows
classified as brushing teeth or inactive in Tier I. To inform the
inclusion of windows into this dynamic window we established
three thresholds: a minimum activity duration, a maximum
inactivity duration, and an activity percentage.

Given that the recommended duration for brushing teeth is 2-3
minutes, we initially considered setting the minimum activity
duration duration to 60 seconds, or in other words considered
users to have brushed their teeth when they were predicted
to have been brushing their teeth for at least 60 consecutive
windows [2]. However, since studies have shown that people
on average spend less than this recommended time brushing
their teeth, we lowered this threshold to 45 seconds [3].

The maximum inactivity duration threshold was established
to account for small groups of windows classified as inactive
within larger groups of windows classified as brushing teeth.
If the number of sequential windows classified as inactive
did not exceed this threshold before a window was classified



as brushing teeth, these windows classified as inactive were
included in the total count of windows that were part of
the instance of brushing teeth. If the number of sequential
windows classified as inactive did exceed this threshold, the
count of the number of windows towards an instance of
brushing teeth was reset. In this study this threshold was
set to 15 seconds as setting this metric to be much less than
this led to single instances of brushing teeth being divided into
separate instances.

The activity percentage threshold was included to ensure that
most of the windows in the series were classified as brushing
teeth, thereby ensuring that situations where sequences of
windows classified as inactive interspersed by short sequences
of windows classified as brushing teeth were not classified
as instances of brushing teeth. We found that setting this
metric around 75% worked well; any value significantly lower
than this introduced a number of false positives. A simplified
example of this system can be seen in Figure 3.

|:| Brushing Teeth
|:| Inactive

Figure 3. A series of windows where all but three windows are classified
as brushing teeth in the middle of the image. If the threshold for
inactive windows is greater than three, these windows will be treated
as misclassified brushing teeth and will be included in the count towards
the number of windows towards this instance of brushing teeth. If the
duration of this series is greater than the minimum duration threshold
this section will be considered an instance of brushing teeth, as more
than 75% of the windows were classified as brushing teeth.

Data Collection

To evaluate the efficacy of this recognition system, we decided
to evaluate the models built on the data from Phases 1 & 2
(shown in Table 6) on a more representative data set. For this
study, 12 users who had not participated in either Phase 1 or 2
were recruited. Data was collected over the course of a month,
with data being collected on average for 6.25 days per user
over the 31 day period. For this phase, data collection was
run for an average of 4.9 hours per day per user for a total of
367.5 hours of data. Users were asked to perform each of the
six activities at least once for each day of the study.

Table 7. Performance of Tier II recognition for identifying four-second
windows of brushing teeth

Classifier Acgl\r/:gll( %) F-measure

C4.5 93.6 0.824

KNN (K=5) 88.4 0.645

Multilayer Perceptron | 90.5 0.710

Random Tree 77.6 0.333

Random Forest 91.7 0.777
Results

In evaluating our model we defined instances of brushing
teeth, as found by our two-tier recognition system as true

positives, while we defined the time in between these instances
as true negatives. The results of using our two-tier recognition
system are shown in Table 7. C4.5 achieved the best results
with an accuracy of 94% and an F-measure of 0.82. As
mentioned earlier, using the 30 features commonly used in
activity recognition led to an accuracy of 87.8% and an F-
measure of 0.68, showing that the inclusion of the 21 novel
features had a clear positive impact on the system’s ability
to recognize instances of brushing teeth. This system did
produce five false negatives and one false positive. Each of
these cases occurred for slightly different reasons, and as such
are described and addressed individually below.
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Figure 4. The image above shows a 28-second period consisting of one
false negative. Although the user indicated that they were brushing their
teeth during this time, the data seems to indicate that they were not in
fact doing so and that they may have mistakenly labeled it as if they
were.
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Figure 5. The image shows an approximately 60-second period during
which only 67% of the windows within the period were classified
as brushing teeth producing a false negative. The areas that were
misclassified are indicated by the bracketed regions in the figure.
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Figure 6. The image above shows an approximately 60-second period of
which only 39 seconds were recognized as brushing teeth.

False Negative 1

This false negative occurred because the user indicated that
they only brushed their teeth for 28 seconds. Within this period
our system did not classify any of the windows within that
period as brushing teeth. Looking at the data from this period
(shown in Figure 4) it does not seem like the user brushed
their teeth at all during this period, and might have mistakenly
labeled the data as if they had.

False Negative 2

In the case of one false negative, the system only achieved
an activity percentage of 67%. Figure 5 shows this instance
of brushing teeth with the sections that our model classified
as inactive specifically annotated. The data seems to indicate
that the user paused during these times, which reduced the
percentage of time the model classified as brushing teeth. This
issue could be averted by reducing the minimum activity

percentage; however, this introduces many false positives.

If the number of false positives could be reduced, reliable
recognition of smaller sections of brushing teeth could be
recognized, put together if occurring within a short period
of time, and/or even serve as the basis for motivational
interventions encouraging participants to brush their teeth for
longer periods of time.

False Negative 3
In the case of one false negative, the user indicated they
brushed their teeth for 60 seconds, however, our system only

identified the user as having brushed their teeth for 39 seconds.

Interestingly, our system misclassified the first 21 seconds
of the period, and looking at the data shown in Figure 6, it
seems that the user spent the first 21 seconds of the labeled
period of time doing something other than literally brushing
their teeth, e.g., perhaps putting toothpaste on their toothbrush
and/or running the toothbrush under the faucet.

False Negative 4

As with the previous false negative, in this instance the user
brushed their teeth for at least 45 seconds, but the algorithm
recognized a duration shorter than this threshold, as can be

seen in Figure 7. In this case, the user officially brushed their
teeth for 49 seconds while the algorithm predicted they only
brushed their teeth for only 34 seconds. Looking at the figure,
there does seem to be a five second gap from about 40 to
45 seconds into the gesture where the user does not seem to
be brushing their teeth. Given that analysis was done using
four-second windows with a one-second overlap it is possible
that this five-second period altered the feature values for the
windows around it enough for the model to not recognize those
surrounding windows as brushing teeth.

False Negative 5 & False Positive 1

Our algorithm also produced one false positive, which
occurred right after a false negative as can be seen in Figure 8.
Although the user only annotated the first 43 seconds as
brushing their teeth (producing the false negative), in all
likelihood the user actually brushed their teeth for 75 seconds,
took a one minute break, and then continued brushing their
teeth for another 67 seconds. Clearly this approximately
three minute period can be treated as one instance of the user
brushing their teeth over the course of a day.

FUTURE WORK

Having proven that brushing one’s teeth can be identified over
the course of a day through the offline processing techniques
outlined above, one of the next steps is to determine whether
this model can be used to identify brushing teeth in real time.

Additionally, we will seek to develop similar systems for
recognizing activities other than brushing teeth. Two activities
that are particularly attractive candidates for recognition are
washing hands and taking medication, as they are important
indicators of cleanliness and medication nonadherence,
respectively. To this end, a question that remains to be
answered is how well our model will generalize to these
other domains. It does seem possible to establish thresholds
specific to other activities, e.g., the CDC recommends that
people wash their hands for at least 20 seconds; however,
there is a good chance that the issue of people doing the
activity in much less than the recommended time will arise [8].
Furthermore, recognition of other activities could require
modified algorithms; recognizing taking medication will most
likely require looking for a specific series of events rather than
looking for repetitive patterns.

The eventual goal of this work is to develop intelligent
personalized interventions based on this recognition. We
envision a few potential use cases. One use case is developing
a system for people with dementia, as patients in both
the early and late stages of dementia can struggle with
performing such basic activities. [11]. Another use case
is medication noadherance, a widespread and expensive
problem worldwide [21, 27]. By recognizing these activities
we can provide users with interventions such as reminders,
encouragement, and suggestions, or even alert the user’s
physician and/or family members if something might be
wrong.

DISCUSSION
Through a three phase iterative development, we have created a
noninvasive wearable solution that recognizes when someone
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Figure 7. The image above shows a three minute period consisting of one false negative. The section labeled “Predicted Brushing Teeth” contained
continuous instances of four-second windows classified as brushing teeth, but because the entire length was less than one minute, the entire time was not
ultimately classified as an instance of brushing teeth during the second pass. This type of error represents one of the five false negatives. One solution
to this type of error would be to reduce the minimum duration required for recognition, but that increases the number of false positives.

brushed their teeth. There are three primary contributions
of this work. Firstly, while existing systems that recognize
brushing teeth have been shown to work in laboratory
studies, they primarily distinguish this activity from dissimilar
activities and remain unproven in real-world scenarios. Our
solution identifies brushing teeth not only from amongst other
gesturally similar activities, but also from full days of normal
activity. Secondly, to improve the efficacy of our system,
we added new features to the existing body of knowledge in
activity recognition. Existing features have been shown to
effectively aid in discriminating between brushing teeth and
predominantly ambulatory and posture activities, but have not
been shown to effectively inform accurate distinction between
activities requiring similar movements. To remedy this, we
developed 21 novel features by observing unique patterns in
and characteristics of the data representative of brushing one’s
teeth. Thirdly, we presented a two-tier recognition system for
recognizing when someone brushed their teeth in the wild. In
Tier I, four-second windows of data are classified as brushing
teeth or not brushing teeth, while in Tier II these windows are
combined to find instances of brushing teeth.

Overall through this work, we showed that by extracting
unique features that are specific to an activity and processing
the extracted features through intelligent algorithms that
incorporate human knowledge about the activity, the activity
of interest can be accurately recognized. Our results
demonstrate that even activities that have subtle differences

in the orientation and vigor can be accurately recognized
using just the accelerometer data from a wrist-worn device.
Most importantly, we achieve this through a noninvasive
wearable solution that is lifestyle compatible, as smartphones
and smartwatches are becoming increasingly affordable and
ubiquitous. While it is entirely possible that similar results
could be achieved by augmenting the objects commonly
used for performing the activity with sensors, such a system
would require much more infrastructure, especially as the
number of activities needing to be recognized increases. We
believe, further research in recognizing activities with subtle
differences should not only focus on extracting the unique
features, but also focus on developing multi-tier recognition
systems that are built on an understanding of the various sub-
activities that constitute an activity.

CONCLUSION

In order to expand the utility of current wearable devices
it is vital to broaden their functionality. In this paper we
present a system that can differentiate between six activities
using accelerometer data from a Pebble smartwatch worn
on the wrist using a combination of features derived from
literature and from observing unique patterns in the data. The
six chosen activities all represented activities chosen for either
their gestural similarity to other chosen activities and/or their
role in an average person’s everyday health. On top of this,
we presented a two-tier recognition system for identifying
when a user is brushing their teeth. Through this work we



3000

2000

1000
5}
E
g 0
o]
M
< |
-1000 Jod Brus ing Te
il 3 S)
Predicted Brusjing Teeth
-2000 (~75)
-3000
0 20000 40000 60000 80000

Wﬂ'

| st M d

Predicted B ‘

(,.

100000 120000 140000 160000
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periods of time that were predicted to be instances of brushing teeth. However, during this three-minute period, the user only indicated they brushed
their teeth for the first 43 seconds. Following this 43-second period there is a small gap during which it is likely the user indicated via the Android app
that they were no longer brushing their teeth. Looking at the data we believe there is a high likelihood that this user continued to brush their teeth after

indicating they had stopped.

aim to facilitate the development of personalized intelligent
interventions that can improve the everyday health of a wider
population.
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