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A B S T R A C T   

Text entry is extremely difficult or sometimes impossible in the scenarios of situationally-induced impairments 
and disabilities, and for individuals with motor impairments (physical impairments and disabilities) by birth or 
due to an injury. As a remedy, many rely on gaze typing with dwell-based selection as it allows for hands-free text 
entry. However, dwell-based gaze typing could be limited by usability issues, reduced typing speed, high error 
rate, steep learning curve, and visual fatigue with prolonged usage. Addressing these issues is crucial for 
improving the usability and performance of gaze typing. 

In our work, we present a dwell-free, multimodal approach to gaze typing where the gaze input is supple
mented with a foot input modality. Our combined gaze and foot-based typing system comprises of an enhanced 
virtual QWERTY keyboard (VKB), and a footwear augmenting wearable device that provides the foot input. In 
this multi-modal setup, the user points her gaze at the desired character, and selects it with the foot input. We 
further investigated two approaches to foot-based selection, a foot gesture-based selection and a foot press-based 
selection, which are compared against the standard dwell-based selection. 

We evaluated our gaze typing system through a comparative study involving three experiments (51 partici
pants), where each experiment used one of the three target selection methods, and had 17 participants in it. In 
the first experiment the participants used dwell-based selection, second, foot gesture-based selection, and third, 
foot press-based selection for gaze typing. We found that with dwell-based selection the highest mean typing 
speed of 11.65 WPM (max 14.83 WPM) was achieved when using a dwell time of 400 ms. Similarly, among foot- 
based selection methods the highest mean typing speed of 14.98 WPM (max 18.18 WPM) was achieved with foot 
press-based selection. Furthermore, ANOVA tests revealed that the difference in the typing speeds between the 
three selection methods is significant, however, no significant difference was found in the error rate. 

Overall, based on both typing performance and qualitative feedback the results suggest that gaze and foot- 
based typing is convenient, easy to learn, and addresses the usability issues associated with dwell-based 
typing. Furthermore, toe tapping is the most preferred foot gesture of all the four gestures (toe tapping, heel 
tapping, right flick and left flick) we used in the study. Also, we found that when using foot-based selection users 
quickly develop a rhythm in focusing at a character with gaze and selecting it with the foot, and this familiarity 
reduces the errors significantly. We believe, our findings would encourage further research in leveraging a 
supplemental foot input in gaze typing, or in general, would assist in the development of rich foot-based 
interactions.   

1. Introduction 

Text entry is one of the basic operations performed on a computer, 
and is achieved through various input modalities. While text entry 
through typing on a physical keyboard is primarily used, the keyboard- 
based text entry has limitations under certain circumstances. These 
circumstances can be classified into two groups: (1) situationally- 

induced impairments and disabilities (SIID) (Kane et al., 2008; Qian 
et al., 2013; Schildbach and Rukzio, 2010), and (2) physical impair
ments (Majaranta, 2011). In case of the SIIDs, a user’s hands are 
assumed to be engaged in other tasks, and hence unavailable for typing 
on a physical keyboard. For example, a surgeon performing an opera
tion, a musician playing music, a factory worker wearing thick gloves or 
with greasy hands, a person driving a vehicle, etc. Similarly, in the case 
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of physical impairments, either by birth or injury, a user’s hands maybe 
unavailable, or the user may not have enough control over their hands 
(e.g., shaky hands) to type on a keyboard. In both of these scenarios, 
gaze typing plays a crucial role in assisting these individuals to enter text 
on a computer through their eye movements. Alternatively, speech to 
text input also serves as one of the viable solutions in the above scenarios 
when using a keyboard is not possible. However, speech to text input has 
various limitations because of its accuracy and applicability (Deng and 
Huang, 2004; Hauptmann, 1995). Accuracy of speech recognition is 
often impacted by noisy environments and accent of the user (Huang 
et al., 2004; Humphries et al., 1996; Kat and Fung, 1999), also speech to 
text can not be used to enter confidential information (passwords, 
unique IDs, etc.) in public places. 

Text entry by gaze has gained significant focus because of its 
robustness, applicability, and the ability to customize the system to be 
appropriate for different kinds of impairments (accessible technology). 
Among all the gaze-assisted text entry methods available like gaze ges
tures (Porta and Turina, 2008; Ward et al., 2000; Wobbrock et al., 2008), 
gaze switches (Fejtová et al., 2006; Grauman et al., 2003; ten Kate et al., 
1980), and so on, one method that has received maximum focus is “Gaze 
Typing” (Duchowski, 2007; Jacob, 1991; Majaranta, 2011). Gaze typing 
uses a virtual keyboard on a monitor, and to enter a character a user 
fixates her gaze on a specific character for a duration of time referred to 
as the dwell time (e.g., 500 ms). A constant fixation for the duration of 
dwell time, confirms the user’s intent to select the target character 
(Majaranta, 2011). This method of gaze typing is referred to as 
dwell-based gaze typing, and duration of the dwell time varies between 
systems commonly from 400 ms to 1000 ms (Hansen et al., 2003; 
Majaranta and Räihä, 2007). While the majority of the gaze typing 
systems use dwell for selection, the other two approaches include 
dwell-free gaze typing and gaze typing with multimodal input. When 
using dwell-free gaze typing system the user gazes over the target 
characters but does not fixate on them (MacKenzie and Zhang, 2008). 
The system uses an internal dictionary to generate a possible set of words 
which are then presented to the user for selection with dwell time. 
Lastly, multimodal gaze typing systems still use gaze to point at the 
target character, however, the selection is triggered by a supplemental 
input modality (Rajanna, 2016a; Zhao et al., 2012). We will comment 
more on dwell-based, dwell-free, and multimodal gaze typing systems in 
the prior work section (2). 

Existing dwell-based and dwell-free gaze typing systems have 

various limitations that affect gaze typing performance and usability, 
and these issues have been well discussed (Frey et al., 1990; Isokoski, 
2000; Jacob, 1991; Majaranta and Räihä, 2002). To summarize the is
sues with dwell-based gaze typing, first, they place a high demand on the 
user’s attention, and sometimes results in inadvertent selection of keys 
due to the MIDAS Touch (Jacob, 1991) issue. The issue of MIDAS Touch 
states that when eye position on the screen is used as a direct substitute 
for the mouse, wherever the user fixates during a visual search, the point 
gets activated. This unintentional or indiscriminate selection is ineffi
cient, and leads to user frustration (Jacob, 1991). Second, text entry can 
be slow based on the dwell duration used, typical typing speeds are 
below 10 WPM (Frey et al., 1990; Majaranta and Räihä, 2002). Third, a 
single dwell time is not suitable for all users, hence it is hard to find an 
optimal dwell-time and this also contributes to a steep learning curve. If 
a shorter dwell time is used (150 to 400) to improve the typing speed, 
the user is constantly forced to perform a visual search for the target key 
without inadvertently fixating for too long before finding the correct 
target (Isokoski, 2000; Majaranta and Räihä, 2007). This results in more 
errors and a higher overproduction rate (Isokoski, 2000; Majaranta 
et al., 2009; Majaranta and Räihä, 2007). But, a longer dwell-time, 
though increases accuracy, reduces the typing speed, limits quicker 
users, and increases visual fatigue (Isokoski, 2000; Majaranta et al., 
2009; Majaranta and Räihä, 2007). Lastly, some users simply can not 
focus at a point for a sufficiently long duration (Huckauf and Urbina, 
2007; Urbina and Huckauf, 2010). 

Similarly, dwell-free typing systems that use extra saccades for gaze 
typing only marginally increase the typing speed, with a major downside 
of increasing the keystrokes required per character (Majaranta, 2011). 
Dwell-free typing systems mainly rely on language modeling, and word 
and character prediction to support text entry. However, the systems 
that use word prediction induce cognitive and perceptual load on the 
user, and the learning curve is steep. The user constantly switches focus 
from the keyboard to scanning predicted list of words to see if the 
desired word is populated. Hence, though word prediction may reduces 
keystrokes per character (KSPC), the improvement in typing speed 
achieved is minimal, and in some cases worse than non prediction sys
tem (Koester and Levine, 1994; Majaranta, 2011). Also, the prediction 
system consumes precious screen real estate to populate the word list. 
Another limitation when using word prediction is the lack of an exten
sive library. For this reason, these systems will under-perform when 
typing unknown words like family names or local places. Hence, they are 
limited for practical use in free communication, but work well under 
constrained input conditions (Hansen et al., 2004a). 

While there are limitations with both dwell-based and dwell free 
gaze typing systems, there have been significant works done to mitigate 
these limitations which we will discuss in the prior work section (2). 
When considering how crucial gaze typing is in the scenarios of SIIDs 
and physical impairments, it is essential to address the current limita
tions, and improve the gaze typing experience, usability, and perfor
mance. In this research, we present a dwell-free, multimodal, gaze 
typing system that uses a supplemental foot input. The foot input is 
achieved through a footware augmented with a wearable device, which 
communicates with the central system wirelessly. The rational for 
choosing a supplemental foot input are discussed in the design moti
vation section (4). Fig. 1 shows the pictorial depiction of the system, and 
further details are provided in system design and implementation sec
tion (5). We also present an enhanced virtual QWERTY keyboard where 
the key layout is customized to maximize the selection area for a few 
selected keys, and hence supports ease of interaction. Gaze and foot- 
based point-and-click interactions on a desktop have been previously 
explored (Hatscher et al., 2017; Klamka et al., 2015; Rajanna and 
Hammond, 2016). However, when considering gaze typing, except for a 
preliminary study by Rajanna (2016a), to our knowledge there exists no 
study that thoroughly studies gaze typing with a supplemental foot 
input. Hence, the core contribution of our work is to thoroughly inves
tigate gaze typing using foot input - specifically through foot gestures 

Fig. 1. Gaze and foot-based typing system: an eye tracker is placed in front of a 
monitor displaying the virtual keyboard, and the user is wearing a footwear 
augmented with the wearable device. 
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and subtle foot press-based selection methods. In this regard, we also 
present the design and implementation details of small form factor 
wearables for foot input that were developed over multiple design 
iterations. 

Through the system evaluation we wanted to determine the feasi
bility of a gaze and foot-based typing system, and compare its perfor
mance to existing gaze and dwell-based typing systems. The specific 
goals are discussed in research questions Section 3. Hence, we con
ducted a comparative user study involving three experiments with a 
total of 51 participants. Overall our results suggest that an efficient gaze 
typing system that addresses most of the usability issues can be achieved 
by incorporating a supplemental foot input modality. We also learned 
that foot-based selection at least matches, and likely improves, the gaze 
typing performance compared to dwell-based selection. Furthermore, 
the users appreciated the greater control over the interface with gaze 
and foot-based typing as inadvertent key selections were significantly 
reduced. We found that by dividing the responsibility, i.e., focusing on a 
key and its selection between two separate input modalities, helps to 
achieve a more usable and robust gaze typing system. Also, we learned 
from the user studies that the key to achieving a higher typing speed 
(WPM) on our system is the ability to synchronize focusing on a char
acter, and selection with foot input. 

2. Prior work 

Research in gaze-assisted text entry dates back more than 20 years 
(Majaranta and Räihä, 2002). There have been various gaze typing 
methods developed and most of them use gaze as the only input mo
dality, but some of them use a supplemental input modality along with 
gaze. In this section we will discuss the major classifications of 
gaze-assisted text entry methods, and also discuss how gaze is combined 
with supplemental input modality for point-and-click interactions. 

2.1. Gaze and foot-based interaction 

Studies investigating the usability and permanence of gaze and foot- 
based interactions are limited. Rajanna and Hammond (2016) presented 
GAWSCHI, a gaze and foot-based interaction framework that enables 
accurate and quick gaze-driven interactions, The authors demonstrated 
that the gaze and foot-based interactions are as good (time and preci
sion) as mouse-based interactions as long as the dimensions of the 
interface element are above a threshold. Klamka et al. (2015) combined 
gaze input with a foot pedal to perform secondary mouse tasks like 
panning and zooming. The authors found that gaze-supported foot input 
allows for user-friendly navigation and is comparable to mouse input. 
Hatscher et al. (2017), demonstrated the usability of gaze- and 
foot-based interaction on a large monitor in operation theaters. In this 
setup, a physician performing minimally-invasive interventions can look 
and interact with medical image data displayed on the large monitor 
with the gaze input. These prior works demonstrated the feasibility of 
using a supplemental foot input with gaze for discrete point-and-click 
interactions. This motivated us to further explore using foot input in 
gaze typing. 

2.2. Gaze typing 

2.2.1. Dwell-based gaze typing 
In dwell-based gaze typing, a user fixates her gaze on the target 

character for the duration of dwell time to select it. In their study of a 
dwell-based gaze typing system, Majaranta et al. (2003) found that the 
kind of feedback method influences the text entry speed and error rate, 
and an auditory feedback is more effective than visual feedback. 
Furthermore, Majaranta et al. (2009) also studied the effects of adjust
able dwell time on the performance of gaze typing. The authors found 
that using adjustable dwell time novices’ text entry rate increased from 
6.9 wpm in the first session to 19.9 wpm in the tenth session. Also, the 

dwell time decreased from an average of 876 ms to 282 ms, and the error 
rates decreased from 1.28% to 0.36%. Hansen et al. (2003) conducted a 
comparative study by varying the selection method on a Danish 
on-screen keyboard “GazeTalk.” The authors showed that dwell time 
selection on keys is a little slower, introduces more errors, and has a 
higher overproduction rate than click-based selection. They further 
found that a major problem with dwell-based selection is that the par
ticipants cannot just leave the mouse pointer anywhere on the screen as 
they normally would do with mouse. Also, if they forgot to “park” the 
mouse in a text field, it would activate the button below it inadvertently 
and this adds to the overproduction rate. A large group of participants in 
the experiment found that a dwell time of 500 ms is too short, but 750 
ms was comfortable. 

In another study on “GazeTalk,” Hansen et al. (2004b) compared 
gaze input against head, and mouse inputs. Gaze input was found to be 
the slowest of the three inputs with a typing speed of 6.26 WPM. Mott 
et al. (2017) presented a cascading dwell gaze typing system that 
dynamically adjusts the dwell time of keys based on the likelihood that a 
key will be selected next. In a longitudinal study involving 17 
non-disabled participants gaze typing over 8 sessions, they were able to 
achieve a typing mean speed of 12.39 WPM compared to a typing speed 
of 10.62 when using static dwell time. Räihä and Ovaska (2012) con
ducted an extensive dwell-based gaze typing study over four weeks 
where each participant gaze typed for almost five hours. In the learning 
phase an average typing speed of 16 WPM was achieved, and the 
average dwell time reached in the last phase (10th) was 300 ms. In the 
extended phase, a typing speed of 20–24 WPM was reached. 

2.2.2. Dwell-free gaze typing 
A user does not fixate, but gazes over the target characters when 

using dwell-free gaze typing. The system uses the gaze path and an in
ternal dictionary to suggest a possible set of words for selection. 
MacKenzie and Zhang (2008), implemented a dwell-free gaze typing 
system with word and letter prediction. The authors showed that letter 
prediction is as good and in some cases even better than word predic
tion. Kurauchi et al. (2016) presented “EyeSwipe,” a dwell-free gaze 
typing system that uses gaze paths. First and last characters of the word 
are selected using reverse crossing technique, and the middle characters 
are selected by glancing at their vicinity. From a user study involving 10 
participants, a gaze typing speed of 11.7 WPM was achieved after 30 min 
of typing. Pedrosa et al. (2015), presented “Filteryedping,” a dwell-free 
gaze typing system. The interface filters out unintentionally selected 
keys from the sequence of letters looked at by the user, and a candidate 
list of words are presented for selection. The results showed that the 
system allowed a typing speed of 15.95 words per minute after 100 min 
of typing. 

2.2.3. Gaze typing with multimodal input 
There have also been a few multimodal gaze typing approaches 

where a user focuses on the character with their gaze, and a secondary 
input is used to select the character. Zhao et al. (2012) proposed a 
multimodal approach for gaze typing to prevent Midas’ touch associated 
with Dwell. The system uses gaze for pointing and tooth-clicks for key 
selection. In a study involving six subjects, the system resulted in a gaze 
typing speed of nearly 5.5 WPM, an error rate higher than dwell-based 
system. Also, the authors shared that tooth-click is not convenient for 
applications that require very frequent activation commands over long 
periods of time, as in the case of typing. Kumar et al. (2020) presented 
TAGSwipe a multimodal approach that combines gaze path with touch 
gestures for text entry. In a study involving 12 participants, the system 
achieved a typing speed of 15.46 WPM. 

Beelders and Blignaut (2012) implemented a gaze and speech-based 
multimodal system which achieved an average typing speed of 0.2 to 0.3 
characters per second, and the gaze typing speed did not improve even 
after multiple sessions of typing. Feng et al. (2021) presented a bi-modal 
typing interface by combining gaze and head gestures. After 8 
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experimental sessions with HGaze typing, participants achieved an 
average text entry rate of 11.5 WPM. Hedeshy et al. (2021) incorporated 
humming as a selection method in gaze typing. On a VKB that supported 
word-level text entry using gaze paths, the participants achieved an 
average speed of 20.45 WPM in the last session. Other notable works 
include a system by Cecotti (2016) that combined gaze input with 
external switch for typing on a menu selection based VKB. Similarly, 
Meena et al. (2016) also combined gaze with external switch for typing 
on a Hindi VKB. Lastly, Tuisku et al. (2016) conducted longitudinal 
typing study by combining gazing and smiling. 

2.3. Gaze assisted text entry using gaze gestures 

Text entry systems based on discrete gaze gesture leverage on the 
principles of sketch recognition, where a few semantically associated 
strokes are interpreted as a shape (Hammond and Davis, 2005; Rajanna 
et al., 2017). In this method, every character is encoded into a set of 
strokes such that each set is uniquely identified with a character. To 
enter a character, the user draws strokes on a canvas in the order 
specified, and the system recognizes these set of strokes as a character 
(Majaranta, 2011). Text entry systems that use discrete gaze gestures 
generally have a lower typing speed and higher learning time. Wob
brock et al. (2008), presented “EyeWrite” a gaze gesture-based text entry 
system that encodes letter like gesture sets for each character. With 
“EyeWrite” the users achieved a speed of 5 WPM on average, whereas 
users achieved a speed of about 7 WMP on a virtual keyboard with 
dwell-based selection. Some of the other notable gaze gesture-based text 
entry systems include “QuickWriting,” by Bee and André (2008), “Eye-S, 
” by Porta and Turina (2008), and “StarGazer,” by Hansen et al. (2008). 
While the systems discussed so far use discrete gaze gestures, Ward et al. 
(Ward et al., 2000) presented “Dasher,” a system that uses continuous 
gaze gestures and language modeling to support efficient text entry. 
Dasher achieved a typing speed of up to 34 WPM. 

In summary, most of the works we have discussed in this section try 
to address the limitations associated with gaze typing systems. Using 
variable dwell time (Majaranta et al., 2009) or cascading dwell time 
(Mott et al., 2017) helps to improve the typing speed and reduce 
errors. Using dwell-free typing (Kurauchi et al., 2016; MacKenzie and 
Zhang, 2008; Pedrosa et al., 2015), gaze gesture-based typing (Hansen 
et al., 2008; Ward et al., 2000; Wobbrock et al., 2008), or multimodal 
approaches (Kumar et al., 2020; Zhao et al., 2012) either minimize or 
completely eliminate dwell-based selection. Implementation like 
AugKey (Diaz-Tula and Morimoto, 2016) minimizes eye movements 
by augmenting keys suffixes to speed up typing with word prediction. 
While the majority of improvements in gaze typing focused on opti
mizing dwell time, improving word and character predictions, or using 
custom keyboards, in this research we focus on a multimodal, dwell-free 

approach using the foot input. We believe, a multimodal gaze typing 
system that addresses the usability issues while also achieving efficiency 
is critical. 

3. Research questions 

We understand that a gaze typing system that improves typing per
formance at the cost of increased physical and mental strain, and which 
requires significant learning would not be acceptable. Hence, with a goal 
of improving both typing performance (typing speed and reduced er
rors) and overall gaze typing experience, we formulated the following 
research questions.  

1. Is a multimodal gaze typing system with a supplemental foot input 
feasible? Is the learning required extensive? Does such a system feel 
intuitive?  

2. Does the foot-based selection at least match or improve the gaze 
typing performance compared to dwell-based selection?  

3. Is foot gesture-based selection better than foot press-based selection 
or vice versa? How the typing speed and error rate compare between 
the two methods?  

4. What foot gestures do participants find convenient to use and why? 
Do they switch between different gestures to prevent stress on the 
foot?  

5. Does a supplemental foot input in a gaze typing system induce 
physical strain since the activations are frequent? 

4. Design motivation 

To support comfortable gaze typing experience while also improving 
the typing performance, we strongly believe gaze should only be used 
for pointing and a secondary input should be used for selection. Kumar 
et al. (2007) had also shown that combining gaze with key-based acti
vation is a compelling multimodal approach that does not overload vi
sual channel. The elimination of dwell time eliminates related issues like 
needing to focus until the dwell time elapses or even adjusting an 
optimal dwell time itself. Importantly, with this design a user does not 
have to “park” the cursor when not typing which is a notable usability 
improvement. Hence, in our solution, we replaced dwell-based selection 
with a direct and instantaneous method - foot-based selection. To ach
ieve foot-based selection, we improved on the design of the 
foot-operated device presented by Rajanna and Hammond (2016) to 
create a wearable that has small form factor and easy to operate. We 
created two wearables, one recognizes foot press actions by sensing the 
pressure applied and the other recognizes foot gestures by sensing 
directional motions. We hypothesize that the usage of additional input 
modality distributes the responsibilities among two input channels, foot 
and gaze, and this does not strain the user under normal usage 
conditions. 

Next, we elaborate on the rationale behind selecting foot as a sup
plemental input when other input modalities were available. Velloso 
et al. (2015) discussed successful applicability of foot input in 
human-computer interaction across various use cases. As discussed 
previously, works like  (Hatscher et al., 2017; Klamka et al., 2015; 
Rajanna and Hammond, 2016; Rajanna, 2016b) have already explored 
gaze and foot-based coarse point and click interactions on a computer, 
and they found that the foot is one of the promising supplemental inputs 
to be combined with gaze. While we decided on replacing dwell-based 
selection with foot input, we had to justify the target user group of 
our system. First, the system is intended to be used by individuals with 
physical impairments and disabilities, who have even a little control 
over their feet. For example, individuals with missing or underdevel
oped arms by birth, individuals that experienced paralysis in arms 
(quadriplegia), individuals with stiff or shaky arms, and for those that 
lost arms in an accident. The Centers for Disease Control and Prevention 
estimates about 1500 babies in the United States are born with upper 

Fig. 2. An enhanced QWERTY keyboard: the keyboard layout is customized 
such that the frequently used keys have larger dimensions, infrequently used 
symbolic keys are moved to a secondary screen, and the backspace key is made 
redundant to help correct errors quickly. 
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limb reductions each year (Parker et al., 2010). Furthermore, according 
to the statistics provided by amputee coalition1, 2 million Americans live 
with limb loss or limb difference, and more than 28 million are at risk of 
amputation surgery (Ziegler-Graham et al., 2008). 35% of these limb 
losses are upper limb amputations (fingers or arm) (Ziegler-Graham 
et al., 2008), and the primary reason is being involved in a traumatic 
incident (traffic, workplace, firearm, agricultural accidents) (Braza and 
Martin, 2020). Our foot input devices are designed to be used by in
dividuals with upper limb reduction or loss. Second, the system is also 
intended to be used in the scenarios of situationally-induced impair
ments and disabilities. For example, a physician wanting to enter short 
texts or in general interact with a computer during a medical interven
tion (Hatscher and Hansen, 2018; Hatscher et al., 2017), will not be able 
to use a physical keyboard and mouse due to sterilization issues. Simi
larly a factory worker with greasy hands or wearing thick gloves that 
wants to enter text on a computer can be benefited by our system. 
Presently, text entry tasks in the scenarios of situational impairments are 
explored in the context of interactions on mobile devices (Goel et al., 
2012; Sarsenbayeva et al., 2017; Wobbrock, 2006) and virtual reality 
(Bowman et al., 2002; Rajanna and Hansen, 2018). In summary, 
whenever the hands are engaged in other taks, unstable, or unavailable, 
our system can be used for text entry. 

5. System design and implementation 

Based on our design decisions, we created a gaze and foot-based 
typing system that comprises of three primary modules: (1) Gaze 
Interaction Server, (2) Virtual Keyboard (VKB), and (3) Foot-Operated 
Wearable Device. A pictorial depiction of the system is shown in Fig. 1. 

5.1. Gaze interaction server 

The gaze interaction server is the central module that coordinates 
between the VKB and foot-operated input device to achieve gaze typing. 
It runs on the computer and receives input from the foot-operated de
vice. The foot-operated device connects to the central module on the 
computer over a Bluetooth connection. The gaze interaction server 
converts the foot input received as a single byte characters into the key 
selection commands that are understood by the virtual keyboard. 

5.2. Virtual keyboard 

In our experiment we used a QWERTY virtual keyboard developed 
from the open-source VKB “OptiKey.2” We enhanced the standard 
QWERTY VKB layout to be suitable for gaze and foot-based typing, and 
to improve the typing efficiency. The keyboard layout was customized 
over multiple design iterations. These customizations can be categorized 
as (a) regrouping, (b) re-sizing, and (c) redundancy. The enhanced 
keyboard layout is shown in Fig. 2. In the layout regrouping phase, we 
moved the infrequently used symbolic keys to the secondary screen 
which can be activated through a menu key, and also moved the numeric 
keys to the primary screen. In the layout re-sizing phase, we emphasized 
the most frequently used keys with larger dimensions. Letters with 
higher relative frequency (as per the dictionary), and some functional 
keys (space, enter, backspace) were made prominent than the others 
(Fig. 2). Lastly, as part of introducing redundancy, we added two in
stances of backspace keys, one at the top row and the other at the bottom 
row, so that the user can correct errors quickly. The virtual keyboard 
constantly receives the user’s gaze points on the screen as a pair of (X,Y)
co-ordinates from the eye tracker (Tobii EyeX3). As the user’s gaze scans 
the keys on the keyboard, each key looked at by the user is highlighted 
along the border of the key with the red color. Once the key is selected 
either with dwell time or input from the foot, the background of the key 
is highlighted in blue, an audio feedback is generated (‘click’ sound), 
and the character is printed in the writing space. 

5.3. Foot gesture recognition device 

The foot gesture recognition device consists of two units, a master 
(sender) and a receiver as shown in Fig. 3 a. We aimed at creating a small 
form factor foot-operated input device that can be attached to the user’s 
footwear. Hence, the entire circuitry of the master unit is housed inside a 
3D-printed container that is attached to the user’s footware as shown in 
Fig. 3 b. The receiver is an USB enabled unit that is connected directly to 
the computer. The master unit is responsible for recognizing the foot 
gesture, and sending the appropriate command (e.g., click) to the 
receiver. The receiver is responsible for executing the command on the 
computer. The implementation details along with circuit diagrams for 
both master and receiver units are discussed in Appendices A.1 and A.2 
respectively. 

Fig. 3. (a) Foot Gesture Recognition Device: the master and receiver units. The master unit is attached to user’s footware, and the receiver unit is connected to the 
computer through USB port. (b) Gesture Recognizer attached to Footwear - Master unit: the entire circuitry of the master unit is housed inside a3D-printed container 
that is attached to the user’s footware. The user is executing a toe tap gesture. 

1 www.amputee-coalition.org - Accessed Sept 2021 

2 github.com/OptiKey - Accessed Sept 2021  
3 tobiigaming.com/product/tobii-eyex/ - Accessed Sept 2021 
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5.3.1. Gesture recognition 
The four foot gestures we used are simple and directionally unique in 

the horizontal and vertical axes. Because of these properties, it is not 
required to recognize the entire shape of the gesture, but is sufficient 
enough to check if the angular velocity of the foot has reached a pre
defined threshold in the specific direction to be classified as a specific 
gesture as shown in the Fig. 4. 

Through multiple pilot studies we have identified that from the 
baseline position of the foot, if its angular velocity changes to +45 deg/s 
or more along the X axis, the gesture can be classified as toe tap. Simi
larly, a change in angular velocity of − 45 deg/s along the X axis is 
classified as heel tap. Furthermore, a change of +65 deg/sec along Y axis 
is classified as left flick, and a change of − 65 deg/sec is classified as 
right flick. Since we found that users can flick much faster than tap with 
foot, we set velocity threshold for flick slightly higher than tap gestures. 
The gesture recognition accuracy of the device was nearly 100% as long 
as the corresponding angular velocity was met. 

5.4. Foot press sensing device 

Similar to the foot gesture recognition device, the foot press sensing 
device has a small form factor and is housed in a 3D printed container, 
while just exposing the pressure sensor as shown in Fig. 5. 

The device is attached to the user’s footware as shown in Fig. 6 a, and 
an outline of how the pressure sensor is placed inside the footware 
shown in Fig. 6 b. Since the device senses the pressure applied by the 
user, the system does not require physical movements of the foot, but a 
gentle press is enough, making it convenient to use. The user input is 
recognized by measuring the output voltage of a voltage divider circuit 
as the user applies pressure on the sensor. The implementation details of 
the pressure sensing device along with a circuit diagram are discussed in 
Appendix B. 

6. Experiment design 

To explore the feasibility of a gaze and foot-based typing system, and 
compare its performance to existing dwell-based typing systems, we 
conducted three experiments by involving a total of 51 participants (17 
participants in each experiment). The participants were recruited 
through E-mails and flyers posted on the campus, and the participation 
was voluntary and they did not receive any rewards. As we received 
responses, participants were randomly assigned to three experimental 
groups. In each experiment we used a unique selection method, out of 
the three selection methods we developed: (1) dwell-based selection, (2) 
foot gesture-based selection, and (3) foot press-based selection. We also 
made sure that each subject participated in only one of the three ex
periments, which means we had a different set of users participating in 

Fig. 4. Foot Gesture Recognition: the list of foot gestures that are recognized by 
the device. The angular velocities indicate the speed at which the user has to 
tap or flick the foot to trigger a corresponding gesture. 

Fig. 5. Foot Press Sensing Device: the entire circuitry is housed inside a 3D- 
printed container, and the force sensitive resister that senses foot press ac
tions extends from the main circuit and is placed inside the footware. 

Fig. 6. Foot Press Sensing Device: (a) Foot Press Sensing device attached to the user’s footware. The pressure sensor is placed inside the footware. (b) An outline of 
how the foot press sensing device is attached to the user’s footware, and the placement of the pressure sensor inside the footware. 
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each experiment. We followed this model to avoid any familiarity 
developed with the gaze typing system by participating in one experi
ment influencing the user’s performance in a subsequent experiment. As 
our goal was to establish baseline performance of our system, similar to 
prior studies (Kurauchi et al., 2016; MacKenzie and Zhang, 2008; 
Majaranta et al., 2003; Wobbrock et al., 2008), no participant in our 
study had any physical impairment or disability. The enhanced 
keyboard used in our study did not have word or character suggestion 
features, and the participants were asked to correct all the errors in the 
entered text. For eye tracking we used Tobii EyeX tracker4 which has an 
accuracy of around 1◦ of visual angle (Feit et al., 2017). At the beginning 
of the study each participant was calibrated through the tracker’s 
standard calibration procedure, and was allowed to move their head 
freely during the study. The eye tracker was attached to a 23′′ monitor, 
with a 1900 × 1200 resolution (19.5′′ × 12.19′′ screen size). The details 
of each phase, specifically the task performed, and the results are dis
cussed in the results and discussion Section 7. 

7. Results 

The efficiency of our gaze typing system was evaluated based on a 
text-focused and key-selection-focused metrics. The two gaze typing 
metrics we considered were Words Per Minute (WPM), and Rate of 
Backspace Activation (RBA), shown in Eq. (2) and 3 respectively 
(Majaranta, 2011). In our experiments, the participants entered phrases 
from MacKenzie and Soukoreff (2003), a collection 500 phrases 
commonly used for evaluation of text entry techniques. 

Words PerMinute (WPM) =
Number of Characters

Time Spent for Typing (min) × 5
(1)     

7.1. Experiment 1: Gaze and dwell-based typing 

In this experiment, the participants gaze typed using dwell-based 
selection. 17 participants (9 male, 8 female) with their ages ranging 
from 21 to 32 (μage = 23.5) participated in this experiment. We choose 
three different dwell times: 400 ms, 700 ms, and 1000 ms. The three 
different dwell times were chosen based on the most common least, 
average, and maximum dwell times used in the prior studies (Hansen 
et al., 2001; 2003; 2004a; Majaranta et al., 2009; Majaranta and Räihä, 
2002; 2007). While we tested dwell times lower than 400 ms (300 ms, 
350 ms) with a few pilot participants, we learned that the system does 
not support a comfortable gaze typing experience as is it forced the user 
to keep up with the pace of the system, and also resulted in a high error 
rate. At the end, a few participants did mention that even 400 ms of 
dwell time was challenging, but none left the study uncompleted. Each 
participant typed 10 phrases with each of the three dwell times, first 
starting with 1000 ms, next 700 ms, and lastly with a dwell time of 400 
ms. Participants did type a few practice phrases with each dwell time. 
Also, they rested for five minutes before switching to a different dwell 
time. In total, each participant typed a total of 30 phrases, and overall 
510 phrases were entered by 17 participants (17× 30) across three 
dwell times. Fig. 7a and b show WPM and RBA respectively across the 
three different dwell times. 

The highest mean typing speed of 11.65 Words Per Minute (WPM) 
was achieved with a dwell time of 400 ms, and the corresponding mean 
Rate of Backspace Activation (RBA) was 7% (highest error). The Least 
mean error rate, i.e., a 1% RBA was achieved with a dwell time of 1000 
ms, the corresponding mean typing speed was 6.19 WPM (lowest typing 
speed). From Fig. 7b, we observe that the error rate increases with the 
decreasing dwell time. The reason for this observation is two fold: first, 
with a higher dwell time such as 1000 ms, the user gets enough time to 
search for the character, and also quickly recover from inadvertent se

lections by looking away from the character before the dwell time 
threshold elapses. This helps in achieving a significantly lower error 
rate. Second, with a shorter dwell time like 400 ms, the user is expected 
to shift their gaze quickly between desired characters, without inad
vertently selecting others during visual search. Since it is challenging to 

Fig. 7. Dwell-based Selection: from (a) we observe that the typing speed increases with decreasing dwell time, and the regression line has an R2 value of 0.99. From 
(b) we observe that the error rate increases with the decreasing dwell time, and the regression line has an R2 value of 0.75. 

Rate of Backspace Activation (RBA) =
Number of Keystrokes for Backspace or Delete

Number of Characters Typed
(2)   

4 help.tobii.com/hc/en-us/articles/212818309-Specifications-for-EyeX 
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avoid inadvertent selections, shorter dwell time results in increased 
errors. 

7.2. Experiment 2: Gaze and foot gesture-based typing 

In this experiment, the participants gaze typed using foot gesture- 
based selection. 17 participants (9 male, 8 female) with their ages 
ranging from 20 to 27 (μage = 22.3) participated in this experiment. The 
experiment was further divided into four sessions, and in each session a 
participant typed 10 phrases. Hence, each participant typed a total of 40 
phrases, and overall 680 phrases were entered by the 17 participants (17 
× 40) across four sessions. All sessions were conducted in one sitting 
with a gap of five minutes of resting between each session. Based on the 
prior studies, where foot input was used for interacting with computers 
(Velloso et al., 2015), we considered four gestures: (1) toe tap, (2) heel 
tap, (3) right flick, and (4) left flick for key selection. Irrespective of the 
gesture performed, the character focused on by the user gets selected 
following the completion of a gesture. During the study, the user could 
use any gesture to select characters, therefore they had the freedom to 
switch gestures as desired. For example, a user could type the entire 
phrase with toe tap, or switch between gestures to type each word or 
character. At the beginning of the study, the user was asked to type a few 

practice phrases using different gestures to develop familiarization with 
the four gestures. Fig. 8a and b show WPM and RBA respectively across 
the four typing sessions. 

The highest mean typing speed of 13.82 WPM, with the lowest error 
rate of 7% RBA were achieved at the end of the fourth session. The 
lowest mean typing speed of 10.3 WPM, with the highest error rate of 
10% RBA were observed at the end of the first session. From Fig. 8a, we 
observe that typing speed increases with subsequent sessions and the 
participants reach the highest typing speed at the end of the fourth 
session. As learned from the post study interviews there are three rea
sons for this observation: (1) participants get familiar with the foot 
gestures, i.e., they learn how high the toe or heel needs to be raised, or at 
what speed the right or left flicks to be performed to achieve key se
lection, (2) generally, the participants choose a convenient gesture and 
use it throughout the study. This behavior contradicts our hypothesis 
that the participants switch to different gestures during the study to 
reduce strain on a single part of the feet, and 3) the participants achieve 
better synchronization of focusing their gaze on the character and 
selecting it with a foot gesture with increased exposure to the system. 
From Fig. 8b, we observe that error rate decreases with subsequent 
sessions with the participants reaching the lowest error rate at the end of 
the fourth session. During the initial sessions, generally a user switches 

Fig. 8. Foot gesture-based Selection: from (a) we observe that the typing speed increases with subsequent sessions, and the regression line has an R2 value of 0.92. 
From (b) we observe that the error rate decreases with subsequent sessions, and the regression line has an R2 value of 0.83. 

Fig. 9. Percentage of use of each gesture across four sessions (mean values).  
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their gaze to the next character in the word before selecting the current 
character, i.e., the eyes move faster than the foot gesture completion. 
However, as shared in the post study interviews, the participants learn a 
repeated pattern of gaze pointing and foot gesturing and this improved 
synchronization leads to reduced error rate with subsequent 

Furthermore, we were interested in learning the most and least used 
gestures, and how the usage of each gesture varies across sessions. We 
fond that toe tap was the most used gesture and right flick was the least 
used gesture. The percentage of usage of all gestures throughout the 
study are - toe tap 72.25%, heel tap 22.75%, right flick 1.25%, and left 
flick 3.25%. To explore the statistical significance, we performed a one- 
factor ANOVA with replication. The independent factor was “Gestures” 
which had four levels: toe tap, heel tap, right flick, and left flick. The 
dependent variable was “Gesture Usage” metric which was the per
centage of each gesture used by each participant. The results show that 
there is a significant difference in the usage of different types of gestures 

with an F(3, 201) = 92.955, p < 0.001. Also, post-hoc analysis with 
Bonferroni correction indicates that the gesture usage between any pair 
of gestures is significant (p < 0.05), except for left and right flicks 
(p > 0.05). Overall, these results indicate that most participants strongly 
preferred one gesture which was toe tap. Fig. 9 shows the percentage of 
usage of each gesture across four sessions, and it is apparent that par
ticipants increasingly use toe tap with subsequent sessions. 

Next, to answer the question, do users choose a single gesture 
initially and use it throughout the study, or do they change gestures as 
the study progresses, we conducted one-factor ANOVA with replication. 
The independent factor was “sessions” which had four levels S1, S2, S3, 
and S4 which indicate sessions one through four. The four dependent 
variables were “gesture usage” metric for toe tap, heel tap, right flick, 
and left flick. A total of four ANOVA tests were performed, and for each 
ANOVA test we considered one dependent variable of the four depen
dent variables. The “gesture usage” metric was measured as the per
centage of each gesture used, by each participant, in each session. The 
results of ANOVA tests are presented in Table 1, and we observe that 
“sessions” is not a significant factor for dependent variables: toe tap, heel 
tap, right flick, and left flick. This indicates that the difference in the 
usage of a gesture, e.g., toe tap is not significant across four sessions. In 
addition, post-hoc analysis with Bonferroni correction indicates that for 
a given gesture, the difference in its usage is not significant across any 
two sessions as well. All these observations strongly suggest that though 
the system supports multiple gestures, a user selects a single, convenient 
gesture, and uses it throughout the study. 

Lastly, we discuss the learning effects of gaze typing when using foot 
gesture-based selection. We performed a one-factor ANOVA with repli
cation. The independent factor was “sessions” which had four levels: S1, 
S2, S3, and S4. The dependent variables were typing speed (WPM) and 
error rate (RBA). From Table 2 we observe that “sessions” is a significant 
factor for typing speed (WPM). The differences in typing speed across 
sessions is significant (p < 0.001), and the speed increases with subse
quent sessions. Also, post-hoc analysis with Bonferroni correction in
dicates that the difference in typing speed between any pair of sessions is 
significant (p < 0.01), except for sessions 3 and 4. This indicates that the 
typing speed reaches a plateau at nearly 13.8 WPM. Similarly, the dif
ference in error rate across sessions is significant (p < 0.001), and the 
error rate decreases with subsequent sessions. Post-hoc analysis with 
Bonferroni correction indicates that the difference in error rate between 
sessions 1 and 2, 1 and 3, and 1 and 4 are significant (p < 0.01). Since 
the difference in error between sessions 2 and 3, and 3 and 4 is not 
significant, these results suggest that the participants quickly learn (by 
session 1) to use the foot gesture-based selection and start making fewer 
errors, and this behavior continues throughout the study. 

7.3. Experiment 3: Gaze and foot press-based typing 

Experiment 2 demonstrated that the majority of participants find toe 
tapping more convenient than other gestures. Also, we observed that the 
participants generally do not switch to different gestures, however, they 
pick a gesture initially and use the same gesture throughout the study. 
These observations motivated us to develop a third selection method: 
foot press-based selection. The reason for considering foot press-based 
selection was to achieve higher typing speed than foot gesture-based 
selection. In this method a Force Sensitive Resistor (FSR) was placed 
inside the shoe and under the toe area of the foot To select a character, 
the user needs to perform a subtle press action on the sensor. Unlike the 
foot gestures, the foot press-based selection does not require any 
movement of the foot except a subtle press. Hence, we hypothesized that 
the ease and convenience of foot press-based selection would result in 
higher typing speed than the foot gesture-based selection. 

To test our hypothesis, we conducted an experiment where partici
pants gaze typed using foot press-based selection method. 17 partici
pants (14 male, 3 female) with their ages ranging from 20 to 26 (μage =

22.3) participated in this experiment. At the beginning of the study each 

Table 1 
Foot Gesture-based Selection: ANOVA tests to understand if a gesture is used 
equally across the sessions.   

Sessions [S1, S2, S3, S4] Std. error Post hoc analysis 

Toe   

(S1, S2) p ≈ 1.000   
S1 = 8.450 (S1, S3) p ≈ 0.907  

F(3,48) = 1.376  S2 = 8.691 (S1, S4) p ≈ 1.000  
p ≈ 0.261  S3 = 8.828 (S2, S3) p ≈ 1.000   

S4 = 8.424 (S2, S4) p ≈ 1.000    
(S3, S4) p ≈ 1.000  

Heel   

(S1, S2) p ≈ 1.000   
S1 = 8.276 (S1, S3) p ≈ 0.704  

F(3,48) = 2.180  S2 = 8.007 (S1, S4) p ≈ 0.593  
p ≈ 0.103  S3 = 7.648 (S2, S3) p ≈ 1.000   

S4 = 7.477 (S2, S4) p ≈ 0.773    
(S3, S4) p ≈ 1.000  

Right   

(S1, S2) p ≈ 1.000   
S1 = 1.023 (S1, S3) p ≈ 1.000  

F(3,48) = 0.765  S2 = 1.374 (S1, S4) p ≈ 1.000  
p ≈ 0.519  S3 = 1.455 (S2, S3) p ≈ 1.000   

S4 = 1.417 (S2, S4) p ≈ 1.000    
(S3, S4) p ≈ 1.000  

Left   

(S1, S2) p ≈ 1.000   
S1 = 2.240 (S1, S3) p ≈ 1.000  

F(3,48) = 0.524  S2 = 2.692 (S1, S4) p ≈ 1.000  
p ≈ 0.668  S3 = 2.744 (S2, S3) p ≈ 1.000   

S4 = 3.118 (S2, S4) p ≈ 1.000    
(S3, S4) p ≈ 1.000   

Table 2 
Foot Gesture-based Selection: ANOVA tests to understand the learning effects 
across the sessions.   

Sessions [S1, S2, S3, S4] Std. error Post hoc analysis 

WPM   

(S1, S2) p < 0.01   
S1 = 0.601 (S1, S3) p < 0.01  

F(3,48) = 47.372  S2 = 0.556 (S1, S4) p < 0.01  
p < 0.001  S3 = 0.642 (S2, S3) p < 0.01   

S4 = 0.471 (S2, S4) p < 0.01    
(S3, S4) p ≈ 1.000  

Error   

(S1, S2) p < 0.01   
S1 = 0.010 (S1, S3) p < 0.01  

F(3,48) = 9.793  S2 = 0.010 (S1, S4) p < 0.01  
p < 0.001  S3 = 0.008 (S2, S3) p ≈ 0.528   

S4 = 0.008 (S2, S4) p ≈ 0.960    
(S3, S4) p ≈ 1.000   
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participant typed a few practice phrases to develop familiarity with foot 
press-based selection. Similar to experiment 2, each participant 
completed four typing sessions, and 10 phrases were typed in each 
session. Therefore, a total of 680 phrases were entered by the 17 par
ticipants (17× 40) with each participant typing 40 phrases from four 
sessions. Fig. 10a and b show WPM and RBA respectively across the four 
typing sessions. 

The highest mean typing speed of 14.98 WPM, the lowest error rate 

of 6% RBA were achieved at the end of the fourth session. The lowest 
mean typing speed of 11.41 WPM, the highest error rate of 9% RBA were 
observed at the end of the first session. As observed in experiment 2, 
Fig. 10a shows that the typing speed increases with successive sessions, 
and Fig. 10b shows that the error rate decreases with subsequent ses
sions. This increased typing speed and decreased error rate is attributed 
to the increased familiarity and synchronization between pointing with 
gaze and selecting with foot-press. 

To understand the learning effects of foot press-based gaze typing, 
we conducted one-factor ANOVA with replication. Similar to experi
ment 2, “sessions” was an independent factor with four levels S1, S2, S3, 
and S4. The two dependent variables were WPM and error rate (RBA). 
From Table 3 we observe that “sessions” is a significant factor for both 
WPM (p < 0.01) and error rate (p < 0.01). From post-hoc analysis with 
Bonferroni correction on the typing speed between pairs of sessions, we 
found that the difference in typing speed between a pair of any two 
sessions is significant (p < 0.05), except for sessions 2 and 3. Similarly, 
post-hoc analysis with Bonferroni correction on the error rate between a 
pair of any two sessions indicates that the difference between sessions S1 
and S2, and S1 and S4 are significant (p < 0.05). Similar to foot gesture- 
based activation, since there is no significant difference in the error 
between session 2 and 3, and 3 and 4, these results suggest that the 
participants quickly learn to use the foot press-based selection. 

7.4. Gaze typing performance: dwell vs. gesture vs. press 

In the previous sections, we analyzed the typing performance of each 
selection method individually. In this section, we will analyze how the 
typing performance of each method compares against other methods. 
First, we analyzed the top typing speeds and associated error rates of 
each selection method with one-factor ANOVA without replication. The 
independent factor was the “Selection Method” which had three levels 
Dwell (DW), Foot Press (FP), and Foot Gesture (FG). The two dependent 
variables we considered were the typing speed (WPM) and error rate. 
The top typing speed and associated error rate for dwell-based selection 
was considered from the experiment where dwell time was set to 400 
ms. Similarly, the top typing speed and associated error rate for foot 
gesture-based and foot press-based selections were considered from 
session 4 of the experiment. 

Table 4 lists the results of ANOVA tests. We observe that the differ
ence in typing speed between selection methods is significant (p < 0.01). 
Post-hoc analysis with Bonferroni correction indicates that the differ
ence in typing speed is observed mainly due to the significant difference 
in typing speed between dwell and foot press (p < 0.01), and dwell and 
foot gesture (p < 0.01), but no significant difference was observed 

Fig. 10. Foot press-based Selection: from (a) we observe that the typing speed increases with subsequent sessions, and the regression line has an R2 value of 0.98. 
From (b) we observe that the error rate decreases with subsequent sessions, and the regression line has an R2 value of 0.85. 

Table 3 
Foot press-based Selection: ANOVA tests to understand the learning effects 
across the sessions.   

Sessions [S1, S2, S3, S4] Std. error Post hoc analysis 

WPM   

(S1, S2) p < 0.01   
S1 = 0.473 (S1, S3) p < 0.01  

F(3,48) = 44.324  S2 = 0.389 (S1, S4) p < 0.01  
p < 0.01  S3 = 0.373 (S2, S3) p ≈ 0.155   

S4 = 0.406 (S2, S4) p < 0.01    
(S3, S4) p < 0.05  

Error   

(S1, S2) p < 0.05   
S1 = 0.011 (S1, S3) p ≈ 0.150  

F(3,48) = 5.743  S2 = 0.008 (S1, S4) p < 0.01  
p < 0.01  S3 = 0.010 (S2, S3) p ≈ 1.000   

S4 = 0.008 (S2, S4) p ≈ 1.000    
(S3, S4) p ≈ 0.985   

Table 4 
Top typing speed: ANOVA for WPM and error.   

Selection method [Dwell (DW), 
foot press (FP), foot gesture 
(FG)] 

Mean Std. 
error 

Post hoc 
analysis 

WPM 

F(2,50) = 14.844  DW =
11.648 

DW =
0.437 

(DW, FP) p <

0.01  
p < 0.01  FP =

14.98 
FP =
0.406 

(DW, FG) p <

0.01   
FG =
13.814 

FG =
0.470 

(FP, FG) p ≈

0.199  

Error 

F(2,50) = 0.208  DW =
0.069 

DW =
0.014 

(DW, FP) p ≈

1.000  
p ≈ 0.813  FP =

0.060 
FP =
0.008 

(DW, FG) p ≈

1.000   
FG =
0.068 

FG =
0.007 

(FP, FG) p ≈

1.000   
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between foot gesture and foot press (p ≈ 0.199). Furthermore, the dif
ference in the error rate between the selection methods is not significant 
(p > 0.05). These results suggest that though users make the same 
amount of errors across selection methods, the performance differs by 
how fast they type using each method. 

7.5. Gesture- vs. press-based selection 

Since we focused primarily on foot-based selection, we further 
analyzed the gaze typing performance by only considering the foot 
gesture-based and foot press-based selection methods. Fig. 11a and b 
compares the gaze typing speed and error rate between the two foot- 
based selection methods. 

We performed two-way mixed model ANOVA with replication on 
dependent variables: WPM, error. The two factors (independent 

variables) we considered were: (1) selection method, and (2) sessions. 
The factor “selection method” is a between-subjects factor and it has two 
levels: (1) foot gesture-based selection, and (2) foot press-based selec
tion. “Selection method” is a between subjects factor since the partici
pants who gaze typed using foot gestures were not involved in the 
evaluation of foot press-based selection. “Sessions” is a within-subjects 
factor and has four levels: S1, S2, S3, and S4. 

Table 5 lists results of ANOVA. We observe that the difference in 
neither the typing speed (WPM) nor error rate is significant between the 
two foot-based selection methods (p > 0.05). However, consistent with 
previous analysis, the difference is significant between sessions for both 
typing speed (p < 0.001) and error rate (p < 0.001). Lastly, we observe 
no interaction effects between the Selectionmethod × Sessions for both 
WPM and error rate. 

Since ‘sessions’ was the only factor significant for both the dependent 
variables, the post-hoc analysis with Bonferroni correction for factor 
‘Sessions’ is shown in Table 6. We observe that the difference in typing 
speed between any pair of sessions is significant (p < 0.05), and the 
typing speed generally increases with subsequent sessions. We also 
observe that, difference in error between sessions S1 and S2, and S1 and 
S4 are significant (p < 0.001), but the difference is not significant be
tween sessions S2 and S3, and S3 and S4. This observation with error is 
similar to what was observed in experiment 2 and 3, which indicates 
that irrespective of foot gesture-based or foot press-based selection, the 
participants reduce the error they make from session 1 to 2, from session 
2 onward the changes in the errors observed are not significant. 

8. Qualitative feedback - gaze typing usability 

One of the main goals of our work was to understand the advantages 
of using a supplemental foot input for gaze typing over just using dwell- 
based selection. While we initially considered collecting subjective rat
ing using System Usability Scale (Brooke et al., 1996), NASA-TLX (Hart 
and Staveland, 1988), or use custom Likert-scale questions, we did not 
use any of these methods because of two reasons. First, since our ex
periments followed a between subjects design, comparing subjective 
ratings may not be accurate. Second, subjective ratings will not capture 
the details of the overall user experience. Hence, we performed a qual
itative study by conducting semi-structured interviews where each 
participant shared their experience gaze typing on our system. We 
transcribed all interviews and analyzed them using grounded theory 
methods (Charmaz and Belgrave, 2007). From our analysis we tried to 
explore the strategies the participants adopted, aspects that assisted in 
typing faster, aspects that resulted in errors, aspects that influenced their 
overall experience, and limitations faced. Based on the selection method 
participants used, following are the central themes we identified that 

Fig. 11. Comparison of typing speed (WPM) and error rate (RBA) between foot press and foot gesture-based selection methods across four sessions.  

Table 5 
Mixed factor anova: WPM and error.   

Selection method [Foot press, 
foot gesture] 

Sessions [S1, S2, 
S3, S4] 

Interactions 

WPM 
F(1,32) = 2.008  F(3,96) = 90.179  F(3,96) =

1.060  
p ≈ 0.166  p < 0.001  p ≈ 0.370  

Error 
F(1,32) = 0.229  F(3,96) = 14.227  F(3,96) =

0.733  
p ≈ 0.635  p < 0.001  p ≈ 0.535   

Table 6 
Mixed factor ANOVA: post hoc analysis for sessions.   

Mean [S1, S2, S3, S4] Std. error Post hoc analysis 

WPM   

(S1, S2) p < 0.001  
S1 = 10.858 S1 = 0.382 (S1, S3) p < 0.001  
S2 = 12.570 S2 = 0.339 (S1, S4) p < 0.001  
S3 = 13.712 S3 = 0.371 (S2, S3) p < 0.001  
S4 = 14.398 S4 = 0.311 (S2, S4) p < 0.001    

(S3, S4) p < 0.05  

Error   

(S1, S2) p < 0.001  
S1 = 0.095 S1 = 0.007 (S1, S3) p ≈ 0.907  
S2 = 0.073 S2 = 0.006 (S1, S4) p < 0.001  
S3 = 0.070 S3 = 0.007 (S2, S3) p ≈ 1.000  
S4 = 0.064 S4 = 0.006 (S2, S4) p ≈ 0.325    

(S3, S4) p ≈ 1.000   
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were repeated across the participants. 

8.1. Gaze and dwell-based typing 

8.1.1. Longer dwell time 
Many participants found that with a longer dwell time (e.g., 1000 

ms) it is much convenient to type as it allows enough time to search for 
the character without inadvertently selecting the wrong characters. 
Even when the user has focused on a wrong character, there is enough 
time to quickly switch the focus to the correct character. Both these 
aspects significantly reduces the error rate, and this is also observed in 
our results (Section 7.1). However, a down side of using a longer dwell 
time is that the participants found it strenuous to type long phrases, and 
in general typing for extended time when using a longer dwell time is 
exhausting on the users. Some users even had complications like eyes 
filled with water or being turned red once they completed the typing 
session. Hence, users with sensitive eyes are more likely to experience 
issues when gaze typing using a longer dwell time. 

8.1.2. Shorter dwell time 
We found that a shorter dwell time like 400 ms enables fast typing, 

and it is most suitable for users with sensitive eyes who cannot focus on a 
key for a longer time. Despite the advantages, a shorter dwell time often 
results in increased error rate as we have observed in our results (Sec
tion 7.1). Also, it is difficult to correctly enter the same character 
consecutively (e.g., too, see, lottery), and as shared by most participants 
it is highly cognitively demanding. The main problem users face is that 
they are forced to look away from the keys or onto the text input area 
when not typing, and this is an undesirable user experience in an 
everyday scenario. 

8.2. Foot gesture-based selection 

8.2.1. Initial learning 
All participants felt that using foot gestures required initial learning. 

P27 shared that “in the first couple of rounds, I was like having slow it 
down a little bit, and make sure that my eyes were adjusting, I was 
getting each specific letter, making sure I was not going too fast picking 
wrong letter, eventually I was able to go faster, because my eyes would 
kind of like catch as I was going.” Also this learning phase involved 
processing the feedback and adjusting the foot gesture as P22 shared “I 
had some difficulty with the consistency of the feedback, trying to figure 
out just how high up or how much force to go down, but towards the end 
it was a lot easier to have that kind of measure.” Hence, it is evident that 
the initial learning is crucial in using foot gestures for gaze typing. 

8.2.2. Developing a rhythm 
Through the initial learning once the participants learned to syn

chronize focusing on the character and executing the foot gesture all of 
them felt that they had developed a rhythm. As it is evident from the 
following comments, developing a rhythm is the key to leveraging on 
foot gestures.  

• P26: “Once I got the rhythm of it, it seemed like a pretty natural 
combination to me, but getting started, each sentence I had to remind 
myself to tap.”  

• P30: “I thought it worked pretty well, I felt like you get into a rhythm 
after a while where you don’t even really think about typing, you just 
kind of do it every time you look at a new character.” 

8.2.3. Intuitiveness and physical strain 
Majority of the participants felt that foot gesture-based selection 

becomes intuitive and the interaction is not strenuous for writing a few 
phrases. P19 shared “Unless you are writing an essay it’s not strenuous, 
for what we did it’s not strenuous.” Also P29 shared “After some prac
tice, I definitely got faster and more accurate.” Regarding how natural 

the foot gestures felt, P31 shared “Tapping the floor feels like tapping the 
keyboard, I am pressing something, it gives feeling of completion.” 

8.2.4. Switching gestures 
Contrary to our hypothesis, users hardly switched between foot 

gestures. Most users picked one convenient gesture and used it 
throughout the typing session. However, a few users did like the idea of 
switching between gestures to reduce strain, and they shared that:  

• P30: “I used the toe until my foot got tired and then I would use the 
heel a little bit to give my toe a break.”  

• P29: “I initially started using the heel tap the most, but overtime I 
found that the front foot tap was easier (toe tap) and less strenuous. I 
rarely used the left and right.” 

8.2.5. Sources of errors 
As observed during the studies and also as reported by the partici

pants most of the errors are due to participants trying to type faster and 
losing the synchronization between gaze and foot.  

• P24: “The error was not due to hitting the wrong letter, but having to 
stop at the right letter, your eyes are gone before it’s processed.”  

• P26: “Sometimes I try to move my gaze fast before my foot tap that 
caused a lot of errors, that’s a coordination problem.” 

8.3. Foot press-based selection 

When analyzing transcripts from participants that used foot press- 
based selection, we came across a few similar themes like initial 
learning, intuitiveness, source of error, and so on as found with the 
analysis of gesture-based action. However, we did find some new themes 
related to interface design and the design of the foot press sensing device 
itself. 

8.3.1. Initial learning 
When instructed about the system, initially participants felt it might 

be difficult to synchronize gaze with subtle foot press actions. However, 
within typing a few phrases they felt it is easy to type, foot press became 
an automatic response, and many even picked up speed. Following are 
some of comments shared by the participants:  

• P48: “It came by instinct, after the first sentence, it was just like an 
automatic response for the foot to keep on doing that, that was pretty 
easy.”  

• P45: “I was getting faster as I kept typing. It felt pretty good.” 

8.3.2. Intuitiveness and physical strain 
Participants felt that it was easy to use the system and selecting with 

foot-press became natural after typing a few phrases. They typed for 
approximately one hour and most felt typing was not strenuous.  

• P38: “The whole gaze typing was pretty neat and easy to use. After 
typing a few phrases, clicking with the foot became natural.”  

• P46: “The system was intuitive and pretty good.” 

However, a few participants (nearly 17%) did mention that if the system 
is expected to be used for prolonged time, it would result in foot strain. 

• P50: “For short phrases it is not straining, if I was googling some
thing, or like having a short conversation it is fine.”  

• P40: “The system becomes a bit tiring after prolonged use (mostly my 
toe, my eyes were fine).” 

8.3.3. Sources of errors 
It was quite interesting to observe that the source of errors when 

using foot press-based selection was different from foot gesture-based 
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selection. Most of the errors were caused by double selecting the same 
character as the participants were adjusting the pressure exerted on the 
sensor while they typed initial few phrases.  

• P41: “The foot sensor could have more feedback on it when pressed. 
It was too easy to press multiple times, and better feedback like a 
click or vibration when pressed would help that.”  

• P42: “Once you know how much pressure you need to put, it is ok. At 
first I was double typing.” 

9. Discussion 

In this section we will revisit the research questions discussed in 
Section 3. First, we wanted to test the feasibility of using supplemental 
foot input in gaze typing. Results from our experiments indicate that 
with a short learning curve, users do conveniently coordinate their gaze 
and foot input to enter text on a computer. Also, typing at a comfortable 
speed with foot-based selection, the typing speed appears to reach a 
plateau at round 15 WPM. This is likely due to the physiological limi
tation of how quickly users can move their foot. Regarding the error rate, 
from both experiment 2 and 3, we observe that the error steeply reduces 
from session 1 to 2, and there onward no significant change is observed. 
This indicates that users quickly learn to coordinate their gaze and foot, 
and make significantly less errors. 

Second, we wanted to compare the gaze typing performance of foot- 
based selection with a widely used method like dwell-based selection. 
While we did not use variable dwell time, we did use a dwell time of 400 
ms which is in the range of the lowest dwell times used in the previous 
studies (Hansen et al., 2001; 2003; 2004a; Majaranta et al., 2009; 
Majaranta and Räihä, 2007), and many participants also reported that 
dwell time of 400 ms was demanding and unnatural to use. With a dwell 
time of 400 ms the average typing speed achieved was 11.65 WPM in 
contrast to 13.82 WPM with foot gestures and 14.98 with foot 
press-based selection. ANOVA test discussed in Section 7.4 showed that 
the difference in typing speed was significant between dwell and foot 
based selection methods (p < 0.05), however, there was no significant 
difference in the error rate (p > 0.05). These results indicate that 
foot-based selection at least matches, and likely improves, the gaze 
typing performance compared to dwell-based selection. 

Third, we wanted to compare the performance of foot gesture-based 
selection to foot press-based selection. ANOVA tests in Section 7.5 
revealed that there is no significant difference in typing speed as well as 
error rate between the two selection methods (p > 0.05). Since foot 
press requires almost no foot movement compared to a foot gesture, we 
expected that foot-press based selection would achieve a higher typing 
speed. Though foot press-based selection generally achieved a speed of 
7% higher than foot gesture-based selection, the difference was not 
significant. Also, there was no significant difference in the error rate (p 
> 0.05). Hence, we infer that subtle foot press-based selection or 
distinctive foot gesture-based selection achieve the same performance. 

Fourth, we wanted to understand the pattern of usage of foot gestures 
and user strategies. ANOVA tests from experiment 2 (Section 7.2) 
demonstrated that though users were provided with four gestures to be 
used as selection methods, users generally choose a single gesture and 
use the same gesture throughout the study. We also observed that users 
hardly switched between foot gestures, but whenever they did, they 
switched between toe and heel tapping or right and left flicks - the 
switch was always between symmetric gestures. Also, though the user 
may switch to a different gesture, she quickly returns back to the pri
mary gesture. This observation again contradicts our hypothesis that the 

availability of multiple gestures encourages users to switch between 
gestures when they get tired with one gesture. This behavior is likely due 
to the fact that a user might have already developed a rhythm with the 
primary gesture, and switching gestures has an additional cost of 
learning time and hence reduced performance. Furthermore, since toe 
tapping was used significantly higher than other gestures, also as most 
shared that they preferred toe tapping out of all gestures, we infer that 
toe tapping is the most efficient and convenient gesture for foot gesture- 
based interactions. Also, we suggest, unless multiple gestures are 
required to achieve different interactions, it is best to incorporate only 
toe tapping gesture. Redundancy of gestures may not improve 
performance. 

Fifth, since foot input is going to be frequent in a gaze typing task, we 
wanted to understand the physical strain associated with foot-based 
selection. Though participants typed for one hour with intermittent 
breaks between the sessions, except for a few participants the majority of 
participants (nearly 88%) reported that foot interaction, either gestures 
or press, was not strenuous when inquired during the post-study inter
view. Some participants did express that typing for nearly one hour was 
quite strenuous on their eyes but not as much on their foot. These results 
suggest that the majority of participants would experience minimal to no 
physical strain with foot-based selection when typing for short duration 
like an hour. 

To summarize, our motivation was to explore a foot input based 
multimodal approach to gaze typing. We expected such an approach to 
be convenient to use, require minimal learning, at least match or 
improve the performance compared to dwell-based selection, and 
importantly address the usability issues associated with dwell-based 
gaze typing. Comparing foot-based selection with various prior works 
that used dwell-based selection, we find our solution to be promising. 
While our solution may not achieve performance like Dasher (Ward 
et al., 2000) (34 WPM after significant training), its mean typing per
formance of nearly 15 WMP (max 18.18 WPM) is similar to, and in some 
cases better than, the majority of dwell-based typing systems. Error rate 
steeply reducing from session 1 to 2 and staying low from there onward 
combined with qualitative feedback indicate minimal learning. 

Using a supplemental foot input eliminates the need to dwell on the 
keys, which in turn helps not to overload the visual channel for selection 
tasks. Importantly, since the MIDAS touch issue is avoided, there is no 
need to park the cursor when not typing. Furthermore, from our studies 
we had a better understanding of using a supplemental foot input for 
gaze typing. From the interviews we found that the performance of gaze 
and foot-based typing is primarily dependent on coordination of point
ing with gaze and selecting with foot (press or gestures). Often, partic
ipants reported that the major reason for errors was not because they 
typed the wrong letters, but that their gaze shifted before the current 
letter had been selected. The knowledge gained regarding using foot- 
based selection methods can be applied beyond gaze typing to any 
gaze assisted interactions. Overall, the participants seemed excited with 
the possibility of gaze and foot-based typing, and highly liked the us
ability and applicability of our system specifically in the scenarios of 
situationally induced impairments and disabilities. 

10. Limitations 

10.1. Target user group 

While dwell-based selection caters to a wide range of users with 
physical impairments, our solution, that uses foot input, is limited to 
users that have at least some control over their foot. Though our target 
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group appears to be limited, the wearable sensors can be modified (3D 
printed) to be placed anywhere on the body so that the user can perform 
a gesture or press action for selection. Furthermore, the current study 
neither included participants with disability nor scenarios of situational 
impairments were simulated. All experiments were conducted in a lab 
setting as it helped to capture the baseline performance of the three 
selection methods we considered. In future studies, we plan to include 
users with disability, and also simulate scenarios of situational 
impairment. 

10.2. Composition of participants 

While both Experiment 1 and 2 had a comparable male and female 
participants distributions of 53% and 47% respectively. However, 
Experiment 3 had a skewed male and female participants distributions of 
82% and 18% respectively. In future longitudinal experiments, we will 
avoid such imbalance in the gender distribution of participants. 

10.3. Strain with prolonged usage 

Most participants expressed that using foot-based activation for a 
short duration like typing emails, notes, commenting, exploring web, 
and so on is engaging and would not result in foot strain. However, the 
foot will strain if typing for longer duration like writing an essay, 
documentation and so on. 

10.4. Design of the foot input device 

we received suggestions for improvements related to press sensing 
area, gestures and feedback. We will be incorporating these feedback in 
future iterations of the foot input devices. 

11. Conclusion 

Gaze typing is becoming one of the crucial input modalities for text 
entry in two scenarios: (1) situationally-induced impairments and dis
abilities (SIID), and (2) physical impairments. To address performance 
and usability issues associated with gaze typing, we present a dwell-free, 
multimodal, gaze typing system that uses a supplemental foot input to 
select characters. With this design, a user focuses on the target character 
with their gaze and selects it with the foot input. We implemented two 
methods of foot-based selection: (1) foot gestures, and (2) foot press. The 
foot gestures we supported are toe tap, heel tap, right flick, and left flick, 
and any gesture could be used to select the character. Additionally, we 
enhanced the standard QWERTY keyboard by modifying the layout, and 
the dimension of the keys to improve gaze typing performance. We 
tested the performance and usability of all three selection method
s–dwell, foot gestures, and foot press–through three experiments. Each 
experiment had 17 participants, and a total of 51 participants took part 
in the study. 

From the three experiments, we found multiple observations. First, 
users can comfortably coordinate their gaze and foot input to enter text 
on a computer, and the learning required is minimal. Overall, foot-based 
selection at least matches, and likely improves, the gaze typing perfor
mance compared to dwell-based selection. Second, while subtle foot 
press-based selection may appear to be less straining and a faster se
lection method, we found no difference in the performance between foot 
gesture and foot press-based selection methods. Third, though the 

system supported multiple foot gestures with an intent that users would 
switch between gestures to reduce strain, users preferred to select a 
single gesture and use it throughout the study. Users do not prefer to 
switch between using different gestures to avoid the time and effort 
involved in familiarizing a new gesture. Fourth, toe tapping is the most 
preferred foot gesture for gaze typing, and we believe this also translates 
to point-and-click interactions on a computer. Lastly, when using foot- 
based selection, either foot gestures or foot press, users quickly 
develop a rhythm between pointing on the character with their gaze and 
performing foot-based selection. In summary, our results suggest that 
using a supplemental foot input with gaze typing, or in general gaze- 
assisted interactions, would improve both performance and user 
experience. 

12. Future work 

We will be further focusing on addressing the current limitations, 
and adding new features to the gaze and foot-based typing system. First, 
one of the concerns expressed by the participates was that gaze and foot- 
based typing might become strenuous after typing continuously for 
prolonged time. We will try to address this issue by testing multiple 
designs of the wearable device, the amount of pressure to be applied, 
and the placement and dimensions of the pressure sensor. Second, a 
longitudinal study (4 weeks) will be conducted by including both par
ticipants with and without any motor impairments. The current study 
included only participants without any disability as the goal was to 
establish the baseline performance of the system. The goal of the lon
gitudinal study is to understand if the participants would consistently 
achieve the maximum typing speed in the first session itself and observe 
if foot-based target selection becomes natural. Third, we will be 
enhancing the wearable device to encode text editing commands as 
simple movements of the feet. For example, a left flick would delete the 
last typed word, or two left flicks would delete an entire line of text. 
Fourth, we will develop multiple designs of the 3D printed casing to 
house the circuit so that the design is appropriate for specific kinds of 
disability or situational impairment. Lastly, we will focus on improving 
the feedback on the foot-operated device. Currently, only auditory 
feedback is provided for a click action, however, we want to further 
enhance this by incorporating tack-tile feedback. 
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Appendix A. Foot gesture recognition device - implementation 

A1. Master unit 

The circuit diagram of the master unit is shown in Fig. A.12. The unit is built using four main modules: (1) a motion processing unit (MPU-6050) 
with gyroscope and accelerometer, (2) an Arduino Pro-Mini Microcontroller, (3) a Bluetooth Module (HC-05), and (4) a Battery Recharging Unit 
(Adafruit Powerboost 1000C). The device is powered by a rechargeable battery and can be turned on and off with a switch. The gyroscope provides 
foot orientation data, and the microcontroller constantly reads the changes in foot orientation and recognizes various foot gestures. Once a foot gesture 
is identified, this information is sent to the receiver unit connected to the computer. Fig. 4 shows the list of foot gestures that are recognized by the 
master unit. 

A2. Receiver unit 

The receiver is a USB enabled, plug-and-play unit (Fig. 3a), and it consists of two modules: (1) Arduino Leonardo USB Microcontroller, and (2) a 
Bluetooth Module (HC-05). The circuit diagram of the receiver unit is shown in Fig. A.13. While the receiver unit can execute commands like single 
click, double click, right click, etc., in our system, irrespective of the gesture identified, a click action is performed at the cursor’s position. 

Fig. A1. Foot Gesture Recognition Device - Master unit: circuit diagram showing the four main modules (1) a motion processing unit (MPU-6050) with gyroscope 
and accelerometer, (2) an Arduino Pro Mini Microcontroller, (3) a Bluetooth Module (HC-05), and (4) a Battery Recharging Unit (Adafruit Powerboost 1000C). 
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Appendix B. Foot press sensing device - implementation 

The circuitry consists of three modules: (1) Teensy 2.0 Microcontroller,5 (2) Bluetooth Modem (BlueSMiRF),6 and (3) Force Sensitive Resistor.7 The 
circuit diagram is shown in Fig. B.14. 

Vout = Vin.
R1

R1 + R2
(B.1) 

The minimum amount of pressure to be applied, to be registered as an input action, can be adjusted by setting the output voltage threshold (Vout) in 
Eq. (B.1). In Eq. (B.1), R1 and R2 are the resistance values, and Vin is the input voltage. The user input, based on the pressure thresholds, is encoded as a 
single byte characters and transmitted to the Gaze Interaction Server via the Bluetooth Modem. The Gazer Interaction Server then decodes the message 
received into key selection commands. 

Fig. A2. Foot Gesture Recognition Device - Receiver: circuit diagram showing the two primary modules (1) Arduino Leonardo USB Microcontroller, and (2) a 
Bluetooth Module (HC-05). 

5 http://www.pjrc.com  
6 http://www.sparkfun.com/products/12577  
7 http://www.sparkfun.com/products/9376 
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Majaranta, P., MacKenzie, I.S., Aula, A., Räihä, K.-J., 2003. Auditory and visual feedback 
during eye typing. CHI ’03 Extended Abstracts on Human Factors in Computing 
Systems. ACM, New York, NY, USA, pp. 766–767. https://doi.org/10.1145/ 
765891.765979. 
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